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Abstract
A procedure for code Verification by the Method of Manufactured Solutions (MMS) is presented.
Although the procedure requires a certain amount of creativity and skill, we show that MMS can
be applied to a variety of engineering codes which numerically solve partial differential equations.
This is illustrated by detailed examples from computational fluid dynamics. The strength of the
MMS procedure is that it can identify any coding mistake that affects the order-of-accuracy of the
numerical method. A set of examples which use a blind-test protocol demonstrates the kinds of
coding mistakes that can (and cannot) be exposed via the MMS code Verification procedure. The
principle advantage of the MMS procedure over traditional methods of code Verification is that
code capabilities are tested in full generality. The procedure thus results in a high degree of
confidence that all coding mistakes which prevent the equations from being solved correctly have
been identified.
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1 Introduction
The subject of this report is the Verification of computer codes that simulate physical phenomena
such as fluid dynamics, heat flow, groundwater flow, porous media transport, magneto-
hydrodynamics, and structural mechanics by solving a system of partial differential equations
using some ordered discrete approximation method (e.g., finite elements, boundary elements, finite
volume, and finite difference methods). Code Verification is important because it indicates
whether or not, as F. Blottner and others have so aptly put it, “the codes are solving their respective
equations right.” Experienced analysts and developers know better than to uncritically accept
whatever numbers are given by a computer code. They are painfully aware of the many things that
can go wrong. Less clear, however, is the answer to the question: how can one systematically show
that codes are correct? A consensus among computational engineers and scientists on this question
does not appear to have been reached. We argue in this report that a formal procedure known as
the Method of Manufactured Solutions (MMS) can be applied to rigorously verify computer codes.

The definition of code Verification differs among authorities (Roache [1], Oberkampf [2], and
Oberkampf and Blottner [3]). The view presented in this report adopts the Roache definition of
code Verification [1]:

“The [code] author defines precisely what continuum partial differential
equations and continuum boundary conditions are being solved, and
convincingly demonstrates that they are solved correctly, i.e., usually with
some order of accuracy, and always consistently, so that as some measure of
discretization (e.g. the mesh increments) ∆→0, the code produces a solution
to the continuum equations; this is Verification.”

This definition constrains the Blottner definition of code Verification to mean that if the observed
discretization error decreases to zero as the mesh increments decrease to zero, then the equations
are ‘solved correctly,’ In other words, code Verification is a procedure to demonstrate that the
governing equations, as implemented in the code, are solved consistently. As will be seen, we
recommend that, when possible, one should demonstrate that the equations are solved to the
theoretical order-of-accuracy of the discretization method.

By this definition, code Verification is not concerned with asking the question, are we solving the
right equation? The is part of code Validation. Nor is code Verification concerned with asking if
the best (i.e., most efficient and robust) numerical method has been used.

It is important to distinguish between the Verification of codes and the Verification of calculations
[1]. In the definition of Roache, code Verification does not concern itself with whether or not a
specific calculation using the code is accurate. Code Verification, which in Roache’s definition,
involves Verification of the order-of-accuracy of the discretized equations, need be performed only
once1 and from that point on, one can claim the code is solving its equations correctly. In contrast,
Verification of calculations (also referred to as solution Verification) is concerned with estimating
the overall magnitude (not order) of the discretization error of a particular calculation. Solution
Verification methodology is an on-going process which should be applied to every set of
calculations. Unfortunately, both of these activities use the word Verification, which creates

1. Unless the code is modified, in which case Verification must be repeated.
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confusion. To solve this problem, we propose the term Solution Accuracy Assessment (SAA) in
place of solution Verification or Verification of calculations.

In the AIAA definition of Verification [2], code Verification and solution Verification are lumped
together. We advocate that these two types of Verification should both be performed, but
independently of one another (see also [1]). It frequently happens in practice that SAA is performed
on calculations using unverified codes. In this case, if the code contains a coding mistake that
affects the solution, then the observed order-of-accuracy of the calculation (not the theoretical
order) may be incorrect. This can result in under-estimation of the discretization error. It is clear
that code Verification is a pre-requisite to SAA. Furthermore, because SAA is tied to a particular
calculation, it should not be preformed simultaneously with code Verification.

The idea of manufacturing solutions to PDE’s has been known for a long time. Only in the last two
decades has the use of manufactured solutions been suggested as a means of code Verification. One
of the earliest published references to using manufactured solutions1 to identify coding mistakes
can be found in Shih [5]. Although the paper was highly original, a major deficiency in that
reference was that there was no mention of the use of grid refinement to identity the order-of-
accuracy. The idea of coupling the use of manufactured solutions with mesh refinement for
estimating the order-of-accuracy is due to Steinberg and Roache [6], Roache et.al. [7], and Roache
[8]. This report generally follows the pioneering work of Roache (see reference [1] for a general
discussion). The present authors have Verified nearly a dozen codes by the MMS procedure and
have developed many details of the method. Our main purpose in this report is to describe the MMS
procedure by explaining in detail the art of applying MMS to Verification of engineering software.

In this Section, we defined code Verification and distinguish it from other related software and
analysis activities. In Section 2 we discuss fundamentals of code Verification, describe traditional
methods of code testing, and define various types of coding mistakes. Section 3 defines and
describes manufactured solutions and provides guidelines for their construction. Section 4 reviews
various measures of discretization error and describes a method by which the order-of-accuracy of
a numerical algorithm may be determined from computed results. Section 5 describes the MMS
code Verification procedure in detail. Section 6 provides examples from computational fluid
dynamics that illustrate how the MMS procedure is applied. Section 7 present a series of blind-tests
which illustrate that the MMS procedure is capable of detecting any coding mistake which prevents
the equations from being solved correctly. Section 8 summarizes the strengths and limitations of
the MMS code Verification procedure. Conclusions and recommendations are given in Section 9.

1. The term manufactured solution was first used by Oberkampf, et.al. [4] in the context of code Verification
but the procedure was not further developed.
- 12 -



2 Fundamentals of Code Verification

2.1 Governing Equations
Development of computer codes that simulate physical phenomena by means of ordinary
differential equations (ODEs) or partial differential equations (PDEs) is based on a sequence of
prerequisite activities. The first step is the derivation of the governing ODEs or PDEs, usually from
a set of conservation laws that represent mathematical statements of the behavior of the physical
system. For example, a code that simulates heat conduction in a stationary medium may be based
on the following equations derived from the conservation of energy [9]:

(1)

where ρ is the mass density, Cp is the specific heat, T is the temperature, k is the thermal
conductivity (n×n matrix), and g is the heat generation rate.

Computer codes that solve Equation 1 will not all be the same because of a number of assumptions
that can be made. For example, one code might restrict itself to isotropic heat conduction, in which
the matrix k reduces to a scalar. Another code might consider only steady-state heat conduction in
two dimensions while another code simulates transient heat conduction in three dimensions. A still
more general code may consider nonlinear phenomena wherein the thermal conductivity is a
function of temperature. Each of these codes would solve a slightly different set of governing
equations.

The interior equation (1) does not, by itself, define a unique solution because it lacks boundary
conditions and a statement of the domain on which the equation is to hold. Four general types of
boundary conditions are usually applied to heat conduction phenomena:

(2)

where h is the heat transfer coefficient, ε is the emissivity of the surface, and σ is the Stefan-
Boltzmann constant, Tr is the effective temperature, and qsub is the supplied heat flux. Other types
of boundary conditions can also be posed. Some computer codes may be restricted to solving only
a subset of these boundary conditions, others will be fully general. One also needs an initial
condition,

(3)

We have previously stated that to verify software that solves PDE’s by some ordered method, one
must demonstrate that the governing equations are solved consistently. To make this statement
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more rigorous, we must account for the fact that there are auxiliary conditions, namely, the
boundary conditions, the initial conditions, and the domain on which the problem is formulated.
PDE’s that involve conservation statements on the domain are usually referred to as the interior
equations. In this report, we will refer to the interior equations plus the auxiliary conditions as the
governing equations. Thus, in our definition of code Verification, solving the equations correctly
refers not only to the interior equation but to particular set (or sets) of boundary conditions, initial
conditions, and domains permitted by the code. Code Verification entails demonstration that both
the interior equations and boundary conditions are solved consistently. We will expand on this
topic in Section 3.3

2.2 Discretization, Consistency, and Order-of-Accuracy
Discretization of the governing equations subdivides the domain of the problem into finite cells or
elements. Rather than a continuum partial differential equation being solved for a solution in an
infinite dimensional function space, the equations are solved on a finite dimensional subspace
which approximates the continuum solution. The approximate solution, which satisfies the
discretized equations, is not the same as the exact solution which satisfies the mathematical
continuum equations. The difference between the two is called the discretization error.
Discretization methods are consistent if the error goes to zero as the representative cell size h
decreases to zero. The rate at which the error decreases to zero is called the order-of-accuracy. For
example, a discretization method is said to be second-order accurate in space if the discretization
error goes to zero as h2. For brevity, we refer to a code containing a nth-order accurate
discretization method as a nth-order accurate code. Terms in the governing equations may be
discretized with different orders of accuracy. For example, it is not uncommon in an advection-
diffusion equation for the advection term to be discretized to first-order accuracy while the
diffusion term is second-order accurate. The over-all accuracy of such a code is the lowest order
of all the approximations made (first-order in this example). A code may be first-order in time if
the discretization error goes to zero as ∆t goes to zero and second-order in space. Even though two
codes may solve the same mathematical equation set, they can still differ in the method of
discretization. For example, the equations can be discretized by various finite difference, finite
volume, finite element, or boundary element methods. One code may be second-order while
another is fourth-order spatially accurate.

Finally, with a discretization method chosen and some statement of the corresponding order-of-
accuracy, one is ready to implement the discrete algorithm in a piece of software called code.

2.3 Software Quality Assurance (SQA)
We briefly discuss Software Quality Assurance because some of the methods of SQA are relevant
to code Verification. SQA is a formal procedure developed to ensure that software systems are
reliable and secure [10, 11, 12, 13, 14]. Current research in SQA is driven by high integrity systems
such as control systems for aircraft and spacecraft, software for nuclear weapons and safety, and
control systems for nuclear power reactors. The scientific software community has much to learn
from SQA procedures developed for these systems.

The part of SQA that is most relevant to code Verification is the set of procedures developed for
software testing. These procedures consist of three parts: static, dynamic, and formal testing. Static
- 14 -



testing is an important prerequisite to the Verification process. These tests are performed without
running the code. Obviously, we need a code that compiles and is free of compilation errors. Next,
the code is checked for consistency in the usage of the computer language. This step requires
additional software such as commonly used Lint or Fortran checkers. These software tools are
excellent in finding variables that are used but not initialized and also, in matching the argument
list of a calling statement with the subroutine or the function argument list.

The static tests described above are not sufficient to identify all coding and conceptual mistakes.
After completion of static testing one performs dynamic testing in which the code is run and
checked for array indices that are out of bounds, for memory leakage, coverage issues and other
problems that can be flagged by the compiler or other software. Code Verification can be viewed
as an essential part of dynamic testing of engineering software. After the code has been Verified,
remaining errors can be identified during formal analysis.

To this point we have been casual concerning our use of the word “error.” To avoid confusion we
must carefully distinguish between two relevant meanings of this word. In code testing, the word
error generally refers to code mistakes (bugs) of the type already described in this Section. On the
other hand, in code Verification we are concerned both with code mistakes and discretization error.
Discretization error is the result of solving the continuum PDEs numerically and is not a code
mistake. Discretization error is related to measures of the difference between the exact solution to
the governing equations and the numerical solution to the discretized equations (we will discuss
discretization error in detail in Section 4). For the remainder of this report we use the word “error”
to refer to discretization error and the word “mistake” to refer to coding bugs or blunders.

2.4 A Taxonomy of Code Mistakes
For the purpose of code Verification, it is useful to define a particular taxonomy of code mistakes
(see Figure 1). Mistakes detected by the static tests described in the previous Section we call static
mistakes. Mistakes detected by running the code we call dynamic mistakes. Mistakes that remain
after static and dynamic tests we call formal mistakes. An example of a formal mistake would be
a line of code that calculates a quantity that is not used. Dynamic mistakes affect codes in several
ways; they can affect code convergence, efficiency, and order-of-accuracy. A coding mistake that
reduces the observed order-of-accuracy will be referred to as an Order-of-Accuracy Mistake
(OAM). Order-of-accuracy mistakes can be further sub-divided into those which are severe enough
to reduce the functional order-of-accuracy of the code to zeroth-order or below and those mistakes
that reduce the order to a lesser degree. The former type of mistake can be referred to as a
consistency mistake. With these definitions, we can now interpret the definition of code
Verification (demonstration that the code is “solving the equations correctly”) as being the process
of identifying and eliminating OAM’s. In dynamic testing, a code can occasionally diverge. This
can happen for two basic reasons: (1) bad input or (2) a dynamic coding mistake. A coding mistake
that causes the code to diverge we call a divergence mistake. Efficiency mistakes are mistakes
which prevent the code from attaining its theoretical performance. Other dynamic coding mistakes
also exist (for example, an incorrect output format). By definition, code Verification should catch
all order-of-accuracy mistakes and may also catch some coding mistakes of the other types. To
complete our taxonomy, conceptual mistakes are mental misconceptions involving the description
of the algorithm that, when implemented, cause the code to not perform according to expectation.
For example, a researcher devises a method for solving a non-linear equation which he believes to
- 15 -



be quadratically convergent, but code testing reveals that the method is, in fact, only linearly
convergent.

Figure 1. Hierarchical taxonomy of coding mistakes

2.5 Methods of Dynamic Code Testing
Dynamic tests related to code Verification are generally designed with two parts. The first part
involves test selection and the second part test acceptance criteria. The following list provides
commonly used dynamic testing approaches that have been applied by practitioners in the past. Of
course, some tests are harder to pass than others. As we move from the top of the list to the bottom,
we generally increase the difficulty of the test. In practice, one may chose more than a single testing
approach. Only MES and MMS are appropriate for code Verification.

Dynamic Testing approaches
➣ Trend
➣ Symmetry
➣ Comparison
➣ Exact (MES)
➣ Manufactured solution (MMS)

The next list gives possible acceptance criteria which might be used for a given testing approach,
in order of increasing rigor.

Acceptance Criteria
➣ Expert Judgement
➣ Percent Error
➣ Consistency
➣ Order-of-Accuracy

Coding Mistakes

Static Dynamic Formal

OAM Others

Consistency
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2.5.1 Trend Tests
In the Trend Method, a set of calculations (whose solution is not known) is performed, by varying
input parameters. Whether or not the code passes the test is determined by expert judgement, in
which the solution is examined for the right trend. For example, a heat conduction code may be run
to a steady-state solution with several values of the specific heat and, if the time it takes to reach
steady state decreases as the specific heat is decreased, then the expected trend has been
reproduced. Also, the steady-state solution is expected to be smoothly varying so, if the numerical
solution does not have this property, a coding mistake is suspected. The trouble with this approach
is that codes can readily produce plausible solutions that are quantitatively incorrect. For example,
although the trend towards the time to reach steady-state is correct, the true time to steady-state
might be incorrect by a factor of two because of order-of-accuracy mistakes in the time derivative.
The trend method sets a very low bar for a code to jump over and should be considered a minimal
test that is best used during the code development stage, not the code Verification stage. Most
unverified codes would pass the physical trend test.

2.5.2 Symmetry Tests
The Symmetry Method checks for solution symmetries which can be detected with no knowledge
of the exact solution. We mention three cases. The first case is to set up a problem which, a priori,
must have a spatially symmetric solution (perhaps due to the choice of boundary conditions). For
example, the solution to a fully-developed channel flow problem can be symmetric. One inspects
the solution to see if the code generates a symmetric answer. In the second case one checks for
coordinate invariances such as translation and rotation. In this case the solution need not be
symmetric. One calculates the solution to some problem and can then do the following tests (a)
translate and rotate (say, by 90 degrees) the domain in physical space and (b) translate and rotate
the coordinate systems. The solution should remain the same as in the original problem. In the third
case, one performs a symmetric calculation using a 3-D code. The symmetry is constructed so that
the results can be compared to a 2-D solution that is known analytically. The symmetry procedures
provide a simple and effective way of testing the code for possible coding mistakes. This set of
tests is most suitable for code development.

2.5.3 Comparison Tests
Another widely used approach to code testing is the Comparison Method in which one code is
compared to an established code or set of codes that solve similar problems. A test case (usually
realistic in practice) is devised and all the codes are run on the same test case. The usual acceptance
criteria is based on a computation of the maximum difference in the solutions. In practice, if the
percent difference between the solutions is within some tolerance, then the code is considered
likely to be free of coding mistakes. The main advantage of this test is that it does not require an
exact solution. Usually, calculations are performed on only a single grid. The procedure just
outlined is incomplete because grid refinement is needed to determine whether the results from the
codes are in the asymptotic range (this is seldom done in practice.)

The major difficulty with the Comparison Method centers around the fact that the codes usually
are not identical, neither in the set of equations and input parameters that they solve nor the
numerical method used. This often results in apples to oranges type comparisons wherein the
inputs to the codes have to be fudged in some way in order to make any kind of comparison.
Judgment of code correctness ends up based on ambiguous results. A related problem with the
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Comparison Method is that, sometimes, no comparable code can be found. Another problem is
that, in practice, comparison tests are usually run on a single physically realistic problem, therefore
the comparison lacks generality. Reliability of the conclusions reached in the comparison test
depend heavily on the confidence that can be placed in the established code. A successful
comparison test does not rule out the possibility that both codes contain the same mistake.

2.5.4 Method of Exact Solutions (MES)
A widely-used method, known as the Method of Exact Solutions (MES), is more rigorous and
objective than either the Trend or Comparison tests, In the MES code Verification procedure one
first seeks exact solutions (or a benchmark) to the set of equations solved by the code. This is
typically done by consulting the literature for published solutions. One can derive their own exact
solution, for example, using mathematical methods such as the separation of variables, or integral
transform techniques (Green’s functions, Laplace Transforms, etc.).1 The exact solution is a
closed-form mathematical expression that gives values of the solution at all locations in space and
time. For the heat conduction problem, one finds a solution to the partial differential equation
corresponding to a set of material properties, initial conditions, and boundary conditions. Having
this solution, the code is then run with corresponding inputs and the numerical (discrete) solution
is compared to the exact solution. If the code fails to pass the acceptance criterion, then a coding
mistake is suspected. If the code passes a comprehensive suite of such tests, the code is considered
adequately Verified, i.e., the probability of a coding mistake is deemed small.

The MES procedure is capable of verifying codes according to the definition adopted in Section 1.
However, as with all methods, there are limitations. Recall that in our definition of code
Verification, one must demonstrate that the governing equations are solved correctly. The
governing equations are usually rather general, involving nonlinearity, coupling between
equations, complex boundary conditions, variable coefficients, and geometrically complex
domains. A difficulty arises at this point because methods to find exact solutions to the governing
mathematical equations usually require simplifying assumptions in order to solve the equations.
For example, in the Laplace transform technique one assumes that the coefficients of the PDE are
constants. If the computer code solves the heat conduction equation for heterogeneous materials
having different thermal conductivities, then a Laplace transform solution will not test this code
capability. Another common technique is to find exact solutions to one-dimensional problems
because this is more easily accomplished. A one-dimensional solution is clearly inadequate to
verify codes which simulate two- and three-dimensional heat conduction. Exact solutions often
rely on the physical domain having a simple shape such as a rectangle or disk. Many modern
computer codes can simulate physical phenomenon on very general shapes using finite element
meshes or boundary-conforming structured grids. Such a capability is not adequately tested by
comparing to exact solutions on simple domains because many of the terms in the equation become
trivial. Exact solutions are often obtained by assuming that the domain is infinite or semi-infinite.
Such domains don’t fit within digital computers very well unless the code permits one to use a
coordinate transformation.

To adequately verify a modern computer code, it is necessary to have solutions which test the fully
general equations solved by the code. For example, there exist in the literature exact solutions to

1. See Appendix B for an example where an exact solution to the incompressible Navier-Stokes equations is
given [9].
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various equations from fluid dynamics [15]. In general, however, one can rarely find a single exact
solution that solves the fully general set of governing equations. The MES work-around for this
difficulty is to require a comprehensive suite of analytic solutions which, in total, comes closer to
showing that the general governing equations are solved correctly. The major limitation of the MES
procedure is that it is difficult, if not impossible, to create a comprehensive suite of tests that
adequately exercises the fully general set of governing equations. Thus, code mistakes can still
exist even after the MES procedure is performed.

A secondary limitation of MES is that exact solutions derived via Laplace Transforms, etc., can be
very difficult to implement. Given an exact solution, one must compute its value at a number of
points in space and time in order to compare it with the numerical solution produced by the
computer code to be Verified. This is often very difficult to do because the exact solutions
produced by the classical mathematical techniques often involve infinite sums of terms, non-trivial
integrals, and special functions (such as Bessel). For an example of such a solution see Appendix
A. To evaluate an exact solution containing an infinite series one encounters the problem of
convergence and when to terminate the series. If an integral is involved, one must consider which
numerical integration scheme to invoke and its accuracy. Sometimes the integrand in these exact
expressions contains a singularity in the domain of integration which leads to a host of numerical
difficulties. Evaluating such an integral numerically often requires consulting with an expert. As a
general recommendation, developers of codes that implement analytic solutions to the governing
equations should provide an assessment of the accuracy (how many significant figures) of the
computed exact solution. Sometimes, this can be a challenge. A good example of this is an
analytical solution for contaminant transport in a system of parallel fractures by Sudicky and Frind
[16]. Van Gulick [17] has examined this analytical solution for accuracy and showed how difficult
it is to obtain accurate solution to five significant figures; also, he showed in some cases the
solution did not converge.

Another limitation that can arise with MES is that exact solutions may contain singularities. One
cannot apply the order-of-accuracy criterion to solutions containing singularities. Even consistency
can be difficult to demonstrate in such cases due to practical limitations on the number of grid
points.

2.5.5 Method of Manufactured Solutions (MMS)
A more comprehensive (and often easier) alternative to the method of exact solution is the Method
of Manufactured Solutions (MMS). This technique is the main subject of this report and is
described in detail in Section 3.

2.5.6 Acceptance Criteria
In each of the testing approaches there must be a test acceptance (pass-fail) criterion. The four
possible criteria that could be used in these tests were the expert judgement criterion (used in the
Trend and Symmetry tests), the percent difference/error criterion (used mainly in the comparison
method), the consistency criterion, and the order-of-accuracy criterion. Recall that a discretization
of a PDE is consistent if, as the mesh size decreases to zero, so does the discretization error. If the
mesh size is measured by the parameter h, then a consistent method will result in error that is
proportional to hp, where p>0. In code testing this means that the code should reduce the error to
within machine roundoff with a sufficiently fine mesh. In practice this criterion, which requires
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calculations of the solution on several mesh sizes, is seldom used. The most rigorous acceptance
criterion is Verification of order-of-accuracy, in which one not only seeks to verify that the method
is consistent, but also establishes the value of p, which is then compared to the theoretical order of
the discretization method.

For each testing method one may choose among these four acceptance criteria. For example, MES
could be associated with either the percent error, consistency, or the order-of-accuracy criteria.
Thus there are at least three possible varieties of MES, with the order-of-accuracy criterion being
the most rigorous. In the same way, the method of manufactured solutions (MMS) can be
associated with one of these three acceptance criteria. In the following description of MMS we
advocate that MMS be associated with the order-of-accuracy criterion, resulting in the most
comprehensive and rigorous of all code Verification methods. Table 1 shows the possible
associations between test methods and acceptance criteria. “Yes” signifies that the association is
applicable. The Trend and Symmetry methods focus mainly on physical trends and do not involve
mesh refinement, thus the last three acceptance criteria are not usually applied. The comparison
method compares solutions from two or more codes. Typically, only the first two acceptance
criteria are applied. Both MES and MMS use exact solutions so the last three acceptance criteria
can theoretically be applied. In practice MES often uses the percent error criterion but can be made
more rigorous by adopting the consistency or order-of-accuracy criteria. MMS can rigorously be
applied using the order-of-accuracy criterion.

Table 1: Possible associations between code testing methods and acceptance criteria

Acceptance Criteria

 Expert Judgement Percent Error Consistency Order-of-Accuracy

Te
st

in
g 

A
pp

ro
ac

he
s Trend Yes No No No

Symmetry Yes No No No

Comparison Yes Yes No No

MES No Yes Yes Yes

MMS No Yes Yes Yes
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3 Method of Manufactured Solution (MMS)
A manufactured solution is an exact solution to some PDE or set of PDE’s that has been
constructed by solving the problem backwards. Suppose one is solving a differential equation of
the form

(4)

where D is the differential operator, u is the solution, and g is a source term. In the method of exact
solution (MES), one chooses the function g and then, using methods from classical applied
mathematics, inverts the operator to solve for u. In MMS, one first manufactures a solution u and
then applies D to u to find g (a much simpler procedure). In the MMS code Verification procedure,
one manufactures a solution to the fully general set of interior equations solved by the code that is
to be Verified. The reason a solution to the general equations is wanted is to test all portions of the
code.

Lets apply the manufactured solution technique to solve the heat conduction equation (1). The
strength of this approach is that we can create a general solution that exercises all the terms and
the coefficients of the interior equation without imposing special coordinate systems or particular
boundary conditions.

The following is a manufactured solution and associated coefficient functions that we designed for
Equation 1.

(5)

(6)

(7)

(8)

where k0, r0, Cp0, t0, T0, and R are constants which determine the units and range of each function.
The source term for the manufactured solution is computed from

(9)
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With the help of the symbolic manipulation code Mathematica we substituted Equations 5-8 into
Equation 9 and evaluated the source term g. The following is an expression for g directly from an
output of Mathematica (the constant R has been replaced with Rad):

Usually, the source term created by the method of manufactured solutions is a distributed source,
i.e., not a point source. This can give rise to a difficulty in the case that the code to be Verified does
not allow distributed sources. A related difficulty is that the code may not contain a source term at
all. These difficulties are discussed in Appendix B.

Note that the source term is complicated, which raises a question of how can one code this without
making a mistake. The nice thing about Mathematica (and similar symbolic manipulation codes)
is that it can create FORTRAN or C statements of the source term. From that one can create an
auxiliary code to evaluate the source term at the required locations and time.

There are many other possible manufactured solutions to Equation 1 besides the one given.

The analytic solution to Equation 1 obtained by MMS is very general (being heterogeneous and
non-steady) and exercises all the terms and coefficients in the governing equation. There is no
difficulty computing the solution accurately since, by design, the solution consists of simple
(primitive) functions that can be evaluated to virtually machine accuracy.

We have not, to this point, discussed how the domain, the initial condition, and boundary
conditions are handled by MMS. These will be discussed in Section 3.3, but first we cover some
guidelines for the construction of the solution to the interior equations.
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3.1 Guidelines for Creating Manufactured Solutions
When constructing manufactured solutions, we recommend that the following guidelines be
observed. The guidelines are needed to ensure that the numerical solution can be computed
accurately and with little difficulty. It is usually not hard to create solutions within these guidelines.

First, manufactured solutions should be composed of smooth analytic functions like polynomials,
trigonometric, or exponential functions so that the solution is conveniently computed (e.g., no
infinite series). Solution smoothness is essential to ensure that the theoretical order-of-accuracy
can be attained.

Second, the solution should be general enough that it exercises every term in the governing
equation. For example, do not choose temperature T in Equation 5 to be independent of time.

Third, the solution should have a sufficient number of non-trivial derivatives. For example, if the
code that solves the heat conduction equation is second-order in space, picking T in Equation 5 to
be a linear function of time and space will not provide a sufficient test because second-order
accurate convergence rates would be assured.

Fourth, solution derivatives should be bounded by a small constant. This ensures that the solution
is not a strongly varying function of space and/or time. If this guideline is not met, then one may
not be able to demonstrate the required asymptotic order-of-accuracy using practical grid sizes.
Usually, the free constants that are part of the manufactured solution can be selected to meet this
guideline. Finally, this guideline means that the solution should not contain singularities within the
domain.

Fifth, the manufactured solution should not prevent the code from running successfully to
completion during testing. Robustness issues are not a part of code Verification. For example, if
the code assumes the solution to be positive, then make sure the manufactured solution is positive.
Or, if time is expected to be positive, make sure the solution is defined for t > 0. Or, if the heat
conduction code expects time units of seconds, do not give it a solution whose units are nano-
seconds.

Sixth, the solution should be defined on a connected subset of two- or three-dimensional space.
This allows flexibility in selecting the domain of the PDE (see Section 3.3.1)

Seventh, the solution should be constructed in a manner such that the differential operators in the
PDE’s make sense. For example, in the heat conduction equation, the flux is required to be
differentiable. Therefore, if one desired to test the code for the case of discontinuous thermal
conductivity, then the manufactured solution for temperature must be constructed in such a way
that the flux is differentiable (see [7] for an example of where this was done).

The reader should realize that there is no requirement for physical realism in the manufactured
solution. We maintain that such a requirement is not necessary and, in fact, is detrimental because
it is often more difficult to construct a general test problem. The code cannot make a distinction
between a physically realistic problem and a non-physical one since it is only solving a set of
equations.
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3.2 Guidelines for Construction of the PDE Coefficients
In constructing a manufactured solution, we are free to choose the PDE coefficient functions, with
mild restrictions similar to those imposed upon the solution function.

First, coefficient functions should be composed of analytic functions like polynomials,
trigonometric, or exponential functions so that they are conveniently computed (e.g., no infinite
series).

Second, the coefficient functions should be non-trivial and fully general. In the heat conduction
equation, for example, one should not choose the conductivity tensor to be a single constant scalar.
Such a choice would fail to exercise the full code capabilities. To test the full capabilities one
should choose the conductivity to be a full tensor. Well-designed codes will permit one to have
spatial discontinuities in the conductivity functions and so these should be included as well (see [1]
or [7] for an example of where this was done).

Third, the coefficient functions (which usually represent material properties) should be somewhat
physically reasonable. For example, although one can construct solutions to the PDE in which the
specific heat is negative, this violates conservation of energy and is likely to cause the code to fail
over some robustness issue. Another example: the conductivity tensor is mathematically required
to be symmetric, positive definite in order for the equation to be of elliptic type. If this condition
is violated in the construction of the manufactured solution, one again would likely run afoul of
some numerical robustness issue present in the code (e.g., if an iterative solver were used, the
symmetric, positive-definite assumption is likely made in the design of the iterative scheme). One
does not need to go over-board on physical realism, however; even though there is no material
whose conductivity varies like a Sine function, this is often a useful choice.

Fourth, the coefficient functions need to be sufficiently differentiable so that the differential
operator make sense. For example, one should not manufacture coefficient functions which contain
a singularity within the domain.

Fifth, the coefficient functions should be within the code’s range of applicability. If the code
expects heat conductivities to be no smaller than that of cork, then don’t give it a problem with
near-zero conductivity. Again, the object in Verification is not to test code robustness.

3.3 Auxiliary Conditions
To this point we have shown how to manufacture a general solution to the interior equations and
given guidelines for constructing the solution and the PDE coefficients. As noted in Section 2.1,
the governing equations are not complete until the auxiliary conditions (initial condition, boundary
conditions, and problem domain) are determined. An essential difference between the MES and
MMS code Verification procedures lies in the treatment of the auxiliary conditions. With MES, the
solution to the governing equations is derived by considering the interior equations and auxiliary
conditions simultaneously. In MMS, the auxiliary conditions can often be considered after the
solution to the interior equation has been manufactured. This flexibility is one of the most attractive
features of MMS. In this Section we discuss how the auxiliary conditions are determined for code
Verification by MMS.
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To illustrate this difference between the two code Verification procedures, we begin with the initial
condition, which is relatively easy to understand. In MES, initial conditions are given and one
attempts to find an exact solution to the equation that satisfies the governing equations (including
the initial condition). In the MMS procedure the initial condition poses no difficulty because the
solution to the interior equation is already known. Once the manufactured solution u(x,y,z,t) has
been constructed, the initial condition u0 is simply found by evaluating the manufactured solution
u at t=t0, i.e., u0(x,y,z) = u(x,y,z,t0). For example, in our manufactured solution to the heat
conduction equation, Equation 5 yields

(10)

for the initial condition. In the MMS code Verification procedure, this function is evaluated at
discrete locations dictated by the mesh and the values of the function are given to the code as
input.1 Because the manufactured solution solves the fully general equations, the input initial
condition derived from the manufactured solution is also general (e.g., spatially varying).

To achieve flexibility, engineering codes usually solve more than one set of auxiliary conditions.
For example, the code may provide options for various boundary condition types (e.g., slip, no-
slip, inflow, outflow, symmetry, and periodic). The code is usually flexible concerning the location
on the domain boundary where each type is to be imposed. A number of code Verification issues
result from this flexibility which are discussed in the subsections to follow.

3.3.1 Choosing the Problem Domain
Because the manufactured solution and the PDE coefficient functions are defined on some
connected subset of 2-D or 3-D space, one has considerable freedom in the selection of the problem
domain2. Limitations on the domain type may be imposed by the particular code being Verified.
For example, the code may only allow rectangular domains. Because we wish to test the code at its
highest level of generality, we choose the domain as general as possible. If the most general domain
the code is capable of handling is a rectangle of sides a and b, then do not choose a square domain,
choose instead the rectangle. If the code can handle general, simply-connected 2-D regions, do not
use a rectangle for the domain. If the code handles non-simply connected domains, and this option
is to be Verified, then choose the domain accordingly. If the code is 3-D, use a 3-D domain. If the
most general domain type is used then one is more likely to find coding mistakes than if only
special cases are tested. An attractive feature of the MMS procedure is that the domain can often
be selected after construction of a manufactured solution.

With the MMS procedure, the process of selecting the problem domain is often, but not always,
independent of constructing the boundary condition input to the code. Some exceptions are
considered in the next subsection, on boundary conditions.

1. Strictly speaking, we recommend that one not use the initial condition derived from the exact solution.
Although, this would minimize the number of iterations needed to converge the solution, the danger of
this approach is that it can hide coding mistakes (see Section E.4 in Appendix E for an example). We rec-
ommend that one use the initial condition derived from the manufactured solution multiplied by some
constant not too close to one.

2. For example, Equation 5 shows that any subset of R3 is a potential domain.
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3.3.2 Boundary Conditions
Treatment of boundary conditions is one of the most difficult topics in code Verification. Boundary
conditions generally possess three important attributes: type, location, and value. As mentioned
earlier, there are many different types of boundary conditions such as Dirichlet, Neumann, and
Mixed. The second attribute of boundary conditions is location, i.e., the portion of the domain
boundary on which each boundary condition type is imposed. For example, if the domain is a
rectangle, perhaps the top and bottom boundaries are flux while the left and right are Dirichlet. The
third attribute is value, i.e., the numerical value imposed by the boundary condition at a given
location. For example, the flux at a point may be zero (a homogeneous flux condition) or non-zero
(an in homogeneous flux condition). Either way, the numerical value is one of the required code
inputs for this boundary condition type. Another important observation concerning boundary
conditions is that one needs boundary conditions for each dependent variable in the PDE.

Assume for the moment that both the type and location of the boundary condition has been given.
Then, in the MMS procedure the value attribute can be computed from the manufactured solution.1

A very attractive feature of MMS, then, is that boundary condition type and location can often be
selected after construction of the manufactured solution. We illustrate this point for various
boundary condition types.

Dirichlet Boundary Conditions. If a Dirichlet condition is imposed on a given dependent variable
for some portion of the domain boundary, then the value attribute is easily computed by evaluating
the manufactured solution to the interior equations at the relevant points in space dictated by the
location attribute and the grid on the boundary. The calculated values form part of the code input,
along with the boundary condition type and location. If the manufactured solution is time-
dependent, then the value attribute must be calculated for each time step.

In the heat conduction example, the value of the Dirichlet condition on the boundary x=Lx is

(11)

Note that the boundary condition is time-dependent, as well as spatially dependent.

Neumann Boundary Conditions. Also known as flux boundary conditions, these take the form

(12)

The value attribute for this boundary condition is the numerical values of the scalar q at each point
in time and space. These values can be calculated from the manufactured solution by analytically
calculating its gradient (perhaps with a symbolic manipulation code) and evaluating the analytic
expression at the required points in space and time. The results are used as code input.

1. For this discussion it is assumed that, like the interior equations, boundary conditions are imposed as dif-
ferential relationships between the dependent variables.
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Cooling and Radiation Boundary Condition The fourth boundary condition in Equation 2 can be
applied on the x=Lx boundary by re-writing the condition as

(13)

The left hand side of Equation 13 can be evaluated using the manufactured solution and values of
k, h, ε, σ, T∞, and Tr. Then, the result is provided to the code as an input for qsup which in this case,
is time and spatially varying. If the code input only allows qsup to be constant, then a code
modification is required. If one cannot modify the code, one may be forced to leave this particular
code option unverified. This boundary condition provides an example which shows that code
modification may be necessary to verify some boundary condition options by the MMS procedure.

Free Slip Boundary Conditions. This condition is a Dirichlet boundary condition. The component
of velocity normal to the boundary is zero (the value attribute is zero); the component of the
velocity parallel to the boundary is not prescribed. This boundary condition type requires that the
manufactured solution have zero normal velocity at the given set of locations at which the
condition is imposed. In this case the domain is not entirely independent of the boundary
conditions. Never-the-less, it is quite possible to construct manufactured solutions adhering to this
boundary condition. The trick to satisfying this boundary condition is to manufacture a solution to
the interior equations for which the normal velocity equals zero on some curve. This curve then
determines the part of the domain boundary on which the free-slip condition will be applied. A
similar case can be found in [7], in which a zero-flux condition was enforced along a boundary
curve.

Free-Surface Boundary Condition A manufactured solution for porous media flow which involves
a free-surface boundary condition is found in [19].

In principle, MMS should be applicable to other boundary condition types (such as No-Slip,
Periodic, Symmetric, Inflow, and Outflow) because most are Dirichlet, Neumann or Mixed
boundary condition types in disguise. Full assessment of the difficulties involved in each of these
cases awaits further development of the method.

To this point we have shown how to manufacture solutions to the interior equations and shown how
the manufactured solution is used to determine boundary condition values. The domain and
boundary condition types are determined by the code capabilities. Construction of the
manufactured solution is only part of the MMS code Verification procedure. The full sequence of
steps in the procedure is discussed in Section 5, but first we describe some issues related to
evaluation of discretization error and order-of-accuracy.
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4 Evaluation of Discretization Error and Order-of-Accuracy

4.1 Discretization Error
The numerical solution consists of values of the dependent variables on some set of discrete
locations determined by the grid and discrete time levels. To compute the discretization error,
several measures are possible. Let x be a point in Rn and dx the local volume. To compare functions
u and v on Rn the L2 norm of u-v is

(14)

where J is the Jacobian of the local transformation and dξ is the local volume of the logical space.
By analogy, for discrete functions U and V the l2 norm of U-V is

(15)

where αn is some local volume measure and n is the index of the discrete solution location.

Because the manufactured solution is defined on the continuum, one can evaluate the exact
(manufactured) solution at the same locations in time and space as the discrete solution. The local
discretization error at point n of the grid is given by un - Un, where un is the manufactured solution
evaluated at xn, yn, zn and Un is the discrete solution. The normalized global error is defined by:

(16)

If the local volume measure is constant (e.g., as in a uniform grid), the normalized global error
(sometimes referred to as the RMS error) reduces to

(17)

From Equation 16 one sees that if , then the normalized global error is .
This fact enables one to ignore non-uniform grid spacing when calculating the discretization error
for the purpose of code Verification (recall that one only needs to show consistency or verify the
theoretical order-of-accuracy; the actual magnitude of the error is irrelevant). Thus, either Equation
16 or Equation 17 may be used in code Verification exercises.
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The infinity norm is another useful norm of the global error, which is defined by

(18)

In general, both error measures should include points on the boundary.

Often engineering software computes not only the solution but certain derived variables such as
flux or aerodynamic coefficients (lift, drag, moment). For thorough Verification of the code, one
should also compute the error in these derived variables if they are provided as code output. For
example, Verification of the calculated flux (which involves the gradient of u), can use the
following global error measure

(19)

The gradient of the exact solution is easily calculated (perhaps with Mathematica) from the
analytic expression for the exact solution. is obtained from the code output. It should be noted
that the theoretical order-of-accuracy of calculated fluxes may be less than the theoretical order-
of-accuracy of the interior equations.

An important point is that MMS procedure is not limited to any particular error measurement. For
example, one can use either the RMS the maximum norm, or both.

4.2 Determination of Observed Order-of-Accuracy
Given that we can obtain some measure of the global error on a grid, we then run the code on a
series of different mesh sizes h (at least 2) and compute the error for each mesh. From this
information, the observed order-of-accuracy can be estimated and compared to the theoretical
order-of-accuracy.

For example, if the discrete solution is spatially second-order accurate and in the asymptotic
regime, the error (in the RMS or infinity norms) will decrease by a factor of 4 for every halving of
the grid cell size. Often the spatial error is separated out from the temporal error.

The definition of the theoretical order-of-accuracy is related to the discretization error and is a
function of h, where h is the grid spacing:

(20)

For consistent methods, the discretization error E in the solution is proportional to hp where p>0
is the theoretical order of the method

(21)

where C is a constant independent of h and H.O.T refers to higher order terms. Because we have
considerable flexibility in constructing the manufactured solution, it is not difficult to ensure that
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it has sufficient derivatives so the Taylor series for the manufactured solution exists. Therefore, this
description of error applies to every consistent discretization method, such as finite difference
method (FDM), finite volume methods (FVM), and finite element methods (FEM). It is important
that the numerical procedure be consistent, which means the continuum equations are recovered as
h goes to zero.

To estimate the order-of-accuracy of the code being Verified we rely on the assumption that as h
decreases to zero, the first term in Equation 21 dominates. The global errors, Egrid1 and Egrid2,
are obtained from the numerical solutions to the Verification test problems. If grid1 is of size h and
grid2 is of size h/r, where r is the refinement ratio, the error has the form:

(22)

(23)

The ratio of the errors is given by

(24)

Thus, the observed order p is computed as

(25)

Systematic grid refinement with a constant grid refinement ratio r produces a sequence of observed
orders-of-accuracy. The trend in the sequence is then compared to the theoretical order-of-
accuracy of the discretization method. Typically one should not expect to recover the theoretical
order-of- accuracy to more than two or three significant figures with this procedure because in
practice reducing h to zero requires high precision and large numbers of elements which, in turn,
result in   excessive memory requirements and run-times.

To compute the observed time-order-of-accuracy one can use the same formulation presented
above by replacing the grid size h with the time step size ∆t. Thus, equation 25 is applicable to both
time and space discretization.
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5 Summary of the MMS Code Verification Procedure
In this Section we summarize the MMS code Verification procedure (idealized in Figure 2 on page
36).

Step 1. Determine Governing Equations. To begin, one must determine the system of governing
equations solved by the code. The users manual is a good place to start but, if the documentation
is inadequate, one may try consulting the code developer. Clearly, the code cannot be Verified if
one does not know precisely what equations are solved. It is not enough to know that, for example,
the code solves the Navier-Stokes equations. One must know the exact equations (e.g.,
compressible or incompressible). In particular, for MMS we must know the most general set of
equations that are solved (e.g., is the Prandtl number permitted to be spatially variable?)
Difficulties in determination of the governing equations arises frequently with commercial
software, where some information is regarded as proprietary. If the governing equations cannot be
determined, we would question the validity of using the code.

A related issue is that to verify the code by MMS procedure one should know the theoretical order-
of-accuracy of the discretization method. In some cases, this may be difficult to ascertain from the
documentation (or even the code author). If this cannot be determined, we recommend changing
the acceptance criteria from order-of-accuracy to the consistency criterion, which any code with a
consistent algorithm must obey.

Step 2. Design Suite of Coverage Tests. As noted in Section 3.3, to achieve flexibility, engineering
codes usually solve more than one set of auxiliary conditions. These manifest themselves as code
input options such as, for example, boundary condition type switches. In addition, other options
may exist. For example, the code input may contain a switch to determine which solver is used on
the linear system of equations. To ensure that all code options relevant to code Verification are
tested, one must design a suite of coverage tests. Fortunately, this is not as daunting as it may seem
at first. If a code has N options, the number of coverage tests needed to verify the code is
determined by the number of mutually exclusive options, i.e., there is no combinatorial explosion
of tests to run. For example, suppose a code has two solver options and three constitutive
relationship (CR) options. Then only three coverage tests are needed to check all options. Test (1):
Solver 1 with CR1, Test (2): Solver 2 with CR2,Test (3): Solver 1 or 2 with CR3. One does not
need to perform a test involving the combination, for example, Solver 1 and CR2 because Test 1
will ascertain whether of not Solver 1 is working correctly, while Test 2 will ascertain whether or
not CR2 is working correctly.

The case of boundary condition options deserved special consideration. Suppose a code has three
options for different boundary condition types. Clearly each one must be tested, so the question is,
what is the minimal number of tests that need be performed? This question is not easily answered
in general due to the wide variety of specialized boundary conditions types. However, some
situations are straightforward. Consider the case of a code having N boundary condition types. Let
the boundary be divided into N non-intersecting subsets whose union is the original boundary. To
fully test the code one can apply each of the N boundary conditions to each of the subsets. This
results in N coverage tests for the boundary conditions.
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A drawback to performing the minimal test suite is that Step 9 (searching for coding mistakes) can
be made more difficult than a more systematic test suite which does not attempt to minimize the
number of tests. By a process of elimination, options can be tested one at a time. In the example of
a code having two solvers and three constitutive relations, one could perform the following tests:
(1) Solver 1 with CR1, (2) Solver1 with CR2, (3) Solver 1 with CR3, and (4) Solver 2 with CR1.
The most difficult test is the first because if coding mistakes are suspected, one must search in both
the solver and the routine for the constitutive relation (as well as the portion of the code dealing
with the interior equations). However, having passed that test, then if a coding mistake is suspected
in Test 2, one need only search the routine for the second constitutive relationship. Clearly,
designing the test suite is somewhat of an art form. It is important to invest a sufficient amount of
time in Step 2 to save time during later phases of testing.

Note that the suite of coverage tests should include tests for the calculation of solution functionals
such as flux and aerodynamic coefficients.

We recommend that, when possible, the first coverage test to be performed use Dirichlet boundary
conditions on the entire boundary. If one uses the exact solution to compute the input Dirichlet
boundary conditions, the error on the boundary will be zero if there is no coding mistake in the
Dirichlet boundary option. This can be quickly checked by examining the local error in the
solution. If the error on the boundary is indeed zero, the remaining error, if any, must arise from
the interior equations. This procedure tests the Dirichlet boundary condition option and, more
significantly, permits Verification of the interior equation independently of the boundary
conditions. When subsequent coverage tests are run, any coding mistakes that remain must reside
in the auxiliary conditions. The Verification procedure can thus be simplified by process of
elimination. If this procedure is not followed, then searching for coding mistakes (Step 9) is less
straightforward.

We provide an example to illustrate some of the subtleties that can arise when designing a test.
Consider the case of a code having both Dirichlet and Neumann boundary conditions. Clearly two
coverage tests are needed but, because one cannot usually run a code with Neumann conditions on
all of the boundary at once, one must subdivide the boundary into two subdomains. Each
subdomain will be assigned one of the two boundary conditions. Two tests result by swapping the
boundary conditions of the subdomains.

An additional coverage test will be needed for any code which can perform transient calculations.
To check the time order-of-accuracy of such a code there are two approaches: the first approach
uses a fixed grid for which the spatial discretization error is nearly reduced to machine roundoff
and then refine the time step for the grid convergence test; the second approach refines both the
grid and time-step together. Both approaches should provide the same order-of-accuracy for time.
We prefer the first approach because it is easier to isolate coding mistakes.1 The additional
coverage test will consist of a series of time-step refinements using the fine grid to compute the
observed time-order-of-accuracy.

1. The first approach requires that one embed a switch in the manufactured solution to permit easy transition
between steady and transient solutions.
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As one tests the various boundary condition options within a code, it is possible that one could
create an ill-posed problem. In this case, the code may fail to converge and one would be forced to
redesign the test problem. Re-designing to avoid ill-posedness is usually not a major difficulty
since one has a great deal of flexibility concerning the combinations of type and location of
boundary conditions used.

Step 3. Construct Manufactured Solution. Once the governing equations have been determined and
a particular coverage test has been selected, the next step is to construct a general manufactured
solution. This step was described in Section 3. The main objective is to construct the most general
solution and inputs permitted by the code that meet the guidelines given in Sections 3.1 and 3.2.
This issue was discussed in detail in Section 3.

Step 4. Perform the Test. First, code inputs are calculated from the manufactured solution. Second
the code is run and the output is used to calculate the global error. Third, calculate the observed
order-of-accuracy using Equation 25.

Step 5. Grid Refinement. Grid refinement is performed to obtain errors on a sequence of grids.
Because we want to test the code at its most general level, we should generate the most general grid
the code is capable of using. If the code runs boundary-fitted coordinates, then do not design a test
problem using Cartesian coordinates. If the code runs stretched tensor product grids, do not design
the test problem with a uniform mesh. If the code allows non-uniform time-steps, make sure the
test problem uses that capability. Because the manufactured solution is a closed-form expression
defined everywhere on the problem domain, we can evaluate it at whatever grid locations are
required to compute the discretization error.

A few words are necessary concerning the grid refinement procedure. For finite difference
applications (and some finite volume methods) one should always use smooth grids. The primary
reason is that if a non-smooth grid is used, one may decrease the observed order-of-accuracy.
Recall that the grid metrics appear in the governing equations whenever a non-uniform grid is used.
For example, under a transformation x(ξ), df/dx = (dξ/dx)(df/dξ). If both df/dξ and dξ/dx are
discretized with second-order accuracy, then the theoretical order-of-accuracy of df/dx is second-
order - assuming that the grid is smooth. If a non-smooth grid is used, then the observed order-of-
accuracy of df/dx will be first-order. If one were verifying a code using a non-smooth grid, then the
observed order-of-accuracy may not match the theoretical order and one would falsely conclude
the code contained a coding mistake. A practical example of the importance of this observation is
that of 1-D grid refinement by bisection of the physical grid cells. The resulting mapping
underlying the coarse grid can be represented by a piecewise linear function. Thus, the underlying
mapping is not smooth and, as a result, an order-of-accuracy in the grid metrics is lost.

Step 6. Compare Order-of-Accuracy. Compare the observed order-of-accuracy to the theoretical
order. The observed order-of-accuracy is calculated from Equation 25 for each consecutive pair of
grids. From this sequence of estimates, determine the order-of-accuracy of the code. This step is a
branch point in the procedure. If the observed order-of-accuracy is less than the theoretical order
then proceed to Step 7: Troubleshoot the Test Implementation. If the observed order-of-accuracy
is equal to or exceeds the theoretical order-of-accuracy, proceed to Step 10: Is there another
coverage test?
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Step 7. Troubleshoot Test Implementation. If the theoretical order-of-accuracy is not achieved, one
should consider the following three possibilities.

The first possibility is that there may have been a mistake in the test formulation or setup. Such as,
a mistake in the codes’ input deck, a mistake in the derivation of the manufactured solution, the
associated coefficient functions, or the source term. One may also have a mistake in the software
that calculates the source term or boundary condition input values.

The second possibility is that there may be a mistake in the assessment of the results. The software
that calculates the exact solution at the given spatial and temporal locations could be wrong or
perhaps the software that calculates the error norms and observed order-of-accuracy may have
mistakes in them. It is also possible that one has not yet reached the asymptotic range, i.e., a fine
enough mesh has not been employed. One should also consider that perhaps the theoretical order-
of-accuracy of the numerical method is not what one thought it was.

The third possibility is that there may be incomplete iterative convergence. If the code uses an
iterative solution method, either due to use of an iterative solver or by linearization of a non-linear
PDE, then one must be sure that the iterative stopping criterion has been tightly set so that the true
solution to the discrete equations has been obtained.

Step 8. Implementation Problem Found? If the three possibilities considered in Step 7 revealed a
problem in the test implementation, then one fixes the problem and repeats the test (Step 4). If no
problems in the implementation were found, then one proceeds to Step 9.

Step 9. Search for Order-of-Accuracy Mistakes. If all test implementation problems have been
eliminated and still the expected order-of-accuracy has not been obtained, then one must seriously
entertain the possibility that there is an order-of-accuracy mistake (OAM) in the code.
Disagreement between the observed and theoretical order-of-accuracy indicates that there is an
OAM, but it will not directly reveal the mistake.1 Because of the generality of the manufactured
solution, the mistake could reside anywhere in the code. However, it is possible to narrow down
the location of the mistake by performing a series of less general tests. For example, in a heat
conduction code one might revise the manufactured solution to be independent of time and repeat
the mesh refinement study. If the theoretical order-of-accuracy is not obtained, then an OAM
resides in that part of the code which deals with the spatial terms in the equation. Similarly, if the
manufactured solution is restricted to spatially constant heat conductivity and the expected order-
of-accuracy is obtained, then one can say that an OAM likely resides in that part of the code that
deals with the heat conductivity arrays. A similar approach can be used by restricting the generality
of the boundary conditions or domain shape to systematically isolate where the OAM lies. If the
general manufactured solution is built cleverly, the special case solutions can be quickly obtained
by simply setting certain parameters in the solution to zero. We note also that, if an OAM is found,
one should not assume that it is the only OAM. The mistake should be fixed and the test repeated
to determine if additional mistakes remain (Step 4).

1. It will become clearer to the reader how to search for OAM’s in Section 7.
- 34 -



Step 10. Another Coverage Test Needed? Step 10 is reached if, in Step 6, the observed order-of-
accuracy agreed with the theoretical order. In this situation, the current coverage test is completed
and one proceeds to Step 11 if there is another coverage test, otherwise one proceeds to Step 12.

Step 11. Do we need to return to Step 3? One can sometimes use the same manufactured solution
for different coverage tests. For example, testing of different solver options can clearly be done
with the same manufactured solution. If a code has Dirichlet, Neumann, and Mixed boundary
condition types, the same manufactured solution can be used because, as explained in Section 3.3,
the solution to the interior equation and its derivatives are known on the boundary. Both steady and
unsteady-state options can be tested with one solution by building into the manufactured solution
a constant that multiples the time variable. Setting this constant to zero converts the unsteady
solution to a steady solution. In some cases the code options can be build directly into the
manufactured solution by including switches. Options for different viscosity models can be treated
in this manner. Options which change the number of governing equations generally require more
than one manufactured solution.If another manufactured solution is needed, proceed to Step 3,
otherwise go to Step 4.

Step 12. Code Verified. This point is reached if all the coverage tests have been performed and all
order-of-accuracy mistakes have been eliminated. By definition, the code is Verified.

Once the code is Verified, the issue of whether or not the equations are being solved correctly is
closed until a code modification is made that potentially introduces OAM’s. It should be a simple
matter to re-verify the code if the initial Verification procedure and results were documented and
any auxiliary codes (such as those which evaluate the source term and compute the error) were
archived. In some cases a new manufactured solution may be required, for example, if an additional
equation has been added to the governing equations.

Some codes have a variable order-of-accuracy. For example, shock capturing codes with limiters
generally reduce the local order-of-accuracy in the vicinity of shocks To apply the MMS procedure
to this situation, first manufacture a smooth solution to the governing equations. This solution will
not exercise the limiters, i.e., the order-of-accuracy will not be reduced. The smooth solution can
be used to verify all portions of the code except the part dealing with the limiters. To verify the
limiters, one may then create an additional coverage test involving a non-smooth manufactured
solution which exercises the limiters. The observed discretization error should then be greater than
or equal to the lower bound on the theoretical order-of-accuracy of the limiter. Since the rest of the
code has been Verified by process of elimination, Step 9 will then consist of searching the portion
of the code dealing with limiters for coding mistakes.

It may be necessary to modify the testing procedure slightly if a code contains a constitutive
relation involving a “look-up” table. The only way to establish the correctness of a “look-up” table
is to compare the entries in the table to the reference by which it was constructed. The presence of
a “look-up” table does not prevent the remainder of the code from being Verified by the MMS
procedure. If a “look-up” table is the only constitutive relation provided by the code, one must
modify the code to by-pass the table, adding, for example, a constant constitutive relation.
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Figure 2. Flow chart for Code Verification by the method of manufactured solutions (MMS).
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6 Application of Manufactured Solutions in Code Verification
In the following subsections and Appendix C, we verify four different codes, that were written
specifically for this study to demonstrate how the MMS procedure is applied to non-trivial
equations sets in fluid dynamics. The codes were written using a variety of different numerical
methods to illustrate the general applicability of the MMS procedure. The codes Verified in this
Section are not production codes but serve to illustrate the procedure. Additional Verification
issues not previously mentioned will present themselves in this Section.

Three different sets of equations are solved by these codes: 2-D Burgers equation, 2-D laminar
incompressible Navier-Stokes equations, and 2-D laminar compressible Navier-Stokes equations.
The following is a list of options that are available within each code:

➣ Time dependent 2-D Burgers equation (Code 1)
• Cartesian coordinates, collocated variables

• Dirichlet boundary condition
• Neumann boundary condition
• Artificial dissipation

• Curvilinear coordinates, collocated variables (Code 2)
• Dirichlet boundary condition
• Time dependent Dirichlet boundary condition

➣ Time Dependent Laminar 2-D incompressible Navier-Stokes Equations (Code 3)
• Cartesian coordinates, staggered mesh

• Dirichlet boundary condition
➣ Time Dependent Laminar 2-D compressible Navier-Stokes Equations (Code 4)

• Cartesian coordinates, collocated variables
• Dirichlet boundary condition

The 2-D Burgers equation provides a simple demonstration of the MMS procedure. We have two
codes with different numerical schemes that solve the unsteady Burgers equation, one in Cartesian
and the other in the curvilinear coordinates. Both codes use collocated variables. Two types of
boundary conditions are implemented, Dirichlet and Neumann. In the curvilinear coordinate case,
we verify the steady and the unsteady options in the code. Also, we investigate the influence of
artificial dissipation terms added to the governing equation. It should be noted that all options in
both codes were Verified with a single manufactured solution. The details for these tests can be
found in Appendix C.

To show that MMS procedure is applicable to a more complex set of equations than Burgers
equation, the Verification procedure was applied to codes that solve the time-dependent laminar 2-
D incompressible and time-dependent laminar compressible Navier-Stokes equations. For the
incompressible case (Section 6.1), continuity and momentum equations are solved using a finite
volume approach on a staggered Cartesian mesh. For the compressible case (Section 6.2), energy
equation is added to the governing equations and the coupled system is solved using a finite
difference scheme on a Cartesian mesh. Although the compressible equations are more involved
numerically, the effort needed to verify the compressible code by the MMS procedure is not
significantly more than the effort needed to verify the incompressible code.
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6.1 Incompressible Navier-Stokes
In this Section MMS procedure is applied to verify a code that solves the time-dependent 2-D
laminar incompressible Navier-Stokes equations. The first step in the procedure is to identify what
equations are solved by the code. This information can be obtained from the User’s Manual or other
documents that discuss the theory or the discretization method of the code. The code uses the
artificial compressibility method, which is also known as pseudo-compressibility, to solve the
governing equations. This approach introduces an artificial time-like derivative of pressure into the
continuity equation. For the steady-state problems this time-dependent term vanishes and we
recover the original continuity equation. The governing equations are given by

(26)

(27)

(28)

where u and v are velocity components, P is the pressure, ρ is the density, ν is the kinematic
viscosity, β is a constant, and Sp, Su, Sv are the source terms generated for the manufactured
solution for continuity and momentum equations, respectively. The code has no options, so only
one coverage test is needed to verify the code.

Next, using the procedure described in Section 3.1 we generate a steady manufactured solution for
velocity components and pressure:

(29)

(30)

(31)

where u0, v0, P0 and ε are constants. To generate the source terms, Mathematica is used to
substitute the manufactured solution into the governing equations. The source terms are

(32)
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(34)

The source term for the continuity equation (Equation 32) does not contain the contribution from
the pseudo-compressibility term because it vanishes as the steady-state solution is calculated.
Alternatively, the pseudo-compressibility term could have been accounted for in the source term
with no change in the results. Next, the computational domain is constructed using Cartesian
coordinates. The Dirichlet boundary condition is used on all boundaries and its values are
computed from the manufactured solution.

The finite volume scheme uses a staggered mesh (depicted in Figure 3) where the velocities are
located at cell faces and the pressure at nodes. Boundary conditions are applied using ghost cells.
The code outputs the solution at the nodes; bilinear interpolation is used to calculate nodal velocity
components. The pressure discretization is first-order accurate. The discretization for the velocity
components and the bilinear interpolation are second-order accurate.

The constants in the manufactured solution are defined as: u0 = 1.0, v0 = 1.0, P0 = 1.0, ρ = 1.0, ν
= 0.5, ε = 0.001. The calculations were performed with β = 40.0 and convergence tolerance of
1.0E-12. The Cartesian computational domain, , , is selected to avoid
symmetry in the solution. The interior solution was initialized to 1% of the exact solution.

Five different grids, 11x9, 21x17, 41x33, 81x65, and 161x129, with grid refinement ratio of two,
were used in the grid convergence test. Tables 2-4 show the computed errors based on nodal values
and the observed order-of-accuracy for all the computed variables. Figures 4 and 5 show the
solution of the velocity components and pressure and their corresponding error distributions. The
tabulated results show second-order behavior for u and v components of velocity and first-order for
the pressure. Note that these results not only verify the order-of-accuracy of the discretization
scheme but also the bilinear interpolation used in interpolating the velocity components to the
nodes.
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Figure 3. Staggered mesh used in the discretization of the incompressible Navier-Stokes equa-
tions

Table 2: Incompressible Navier-Stokes, Dirichlet boundaries, u-component

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 8.99809E-3 3.86235E-2

21x17 2.04212E-3 4.41 2.14 9.65612E-3 4.00 2.00

41x33 4.79670E-4 4.26 2.09 2.43770E-3 3.96 1.99

81x65 1.15201E-4 4.16 2.06 6.09427E-4 4.00 2.00

161x129 2.80641E-5 4.10 2.04 1.52357E-4 4.00 2.00

Table 3: Incompressible Navier-Stokes, Dirichlet boundaries, v-component

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.65591E-3 4.76481E-3

21x17 4.05141E-4 4.09 2.03 1.19212E-3 4.00 2.00

41x33 1.01449E-4 3.99 2.00 2.98088E-4 4.00 2.00

81x65 2.55309E-5 3.97 1.99 7.45257E-5 4.00 2.00

161x129 6.41893E-6 3.98 1.99 1.86316E-5 4.00 2.00
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Table 4: Incompressible Navier-Stokes, Dirichlet boundaries, Pressure

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 7.49778E-4 1.36941E-3

21x17 3.98429E-4 1.88 0.91 5.90611E-4 2.32 1.21

41x33 2.02111E-4 1.97 0.98 2.49439E-4 2.37 1.24

81x65 1.00854E-4 2.00 1.00 1.13466E-4 2.20 1.14

161x129 5.00212E-5 2.02 1.01 5.71929E-5 1.98 0.99
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Figure 4. Manufactured solutions for the incompressible Navier-Stokes equations. Velocity
components and pressure are shown.
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Figure 5. Solutions for the incompressible Navier-Stokes equations. Error distributions for ve-
locity components and pressure are shown.
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6.2 Compressible Navier-Stokes Equations
The purpose of this Section is to demonstrate that the MMS procedure is applicable to a more
complex set of governing equations than we have seen so far. The compressible Navier-Stokes
equations add a layer of complexity beyond the incompressible equations in which the energy
equation is coupled to the flow equations. The code selected for Verification solves the time-
dependent 2-D laminar compressible Navier-Stokes equations using finite differences on Cartesian
coordinates. The code is second-order accurate in space and first-order accurate in time. The
computed variables are collocated at the nodes.

The first step in the Verification process is to identify the equations that are solved by the code. In
this particular code, fourth-order dissipation or smoothing terms are added to the governing
equations to stabilize the numerical method. The coefficient of these terms are grid size dependent
and thus, their contributions to the governing equations vanishes as ∆→0 (see Section C.1.3 in
Appendix C for more detail on added terms to the governing equations). The equations used by the
code are given by:

(35)

(36)

(37)

(38)

where the component of the viscous stress tensor τi,j are given by

(39)

(40)

(41)
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The Fourier’s law for heat transfer by conduction is assumed, so that q can be expressed as

(42)

(43)

The system of equations is closed using the following equation of state for a perfect gas which
relates pressure to the internal energy and the density.

(44)

where the total energy is defined as

(45)

In the above equations, u and v are velocity components, T is the temperature, P is the pressure, ρ
is the density, e is the internal energy, et is the total energy, µ is the molecular viscosity, κ is a
thermal conductivity, γ is the ratio of specific heats, Cρ, Cρu, Cρv, Cρe are constants, and Sρ, Su, Sv,
Se are source terms defined by the manufactured solution for continuity, momentum and energy
equations, respectively.

Since we have written this code primarily for this report, the only boundary condition that was
implemented is the Dirichlet condition. Therefore, only one coverage test is needed to verify the
code.

Next, the time-dependent manufactured solutions for density, velocity components and total
energy are constructed.

(46)

(47)

(48)

(49)

where ρ0, u0, v0, et0, ο and ε are constants. The source terms are constructed by substituting the
manufactured solutions into the governing equations using Mathematica. The source terms are
shown in Appendix B.

The Cartesian computational domain, , , was selected to avoid
symmetry in the solution.

qx κ∂T
∂x
-------–=

qy κ∂T
∂y
-------–=

p γ 1–( )ρe=

et e 0.5v2+=

ρ x y t, ,( ) ρ0 x
2

y
2 ωt+ +( ) 1.5+sin[ ]=

u x y t, ,( ) u0 x
2

y
2 ωt+ +( ) ε+sin[ ]=

v x y t, ,( ) v0 x
2

y
2 ωt+ +( ) ε+cos[ ]=

et x y t, ,( ) et0 x
2

y
2 ωt+ +( ) 1.5+cos[ ]=

0.1 x 0.7≤ ≤– 0.2 y 0.8≤ ≤
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Five different computational grids 11x9, 21x17, 41x33, 81x65, and 161x129, with grid refinement
ratio of two (grid doubling) were constructed for grid convergence test. To perform the calculations
the following constants are defined as: u0 = 1.0, v0 = 0.1, ρ0 = 0.5, et0 = 0.5, γ = 1.4, R = 1.0, κ =
1.0, µ = 0.3, ε = 0.5, Cs = 0.1, and convergence tolerance of 1.0E-14. The interior solution was
initialized to 1% of the exact solution.

Figures 6-7 show the computed solutions and the corresponding errors. Tables 5-8 show the
behavior of the computed errors using nodal values, the l2-norm and the maximum error, and the
observed order-of-accuracy for all the computed variables. The results show that all the variables
are converging second-order accurate, which matches the theoretical order-of-accuracy. Therefore,
the code is Verified.

Table 5: Compressible Navier-Stokes, Dirichlet boundaries, Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 6.70210E-3 2.31892E-2

21x17 8.68795E-4 7.71 2.95 3.90836E-3 5.93 2.57

41x33 1.60483E-4 5.41 2.44 7.70294E-4 5.07 2.34

81x65 3.43380E-5 4.67 2.22 2.02016E-4 3.81 1.93

161x129 7.99000E-6 4.30 2.10 5.24471E-5 3.85 1.95

Table 6: Compressible Navier-Stokes, Dirichlet boundaries, u-component

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 5.46678E-4 1.05851E-3

21x17 1.21633E-4 4.49 2.17 2.47530E-4 4.28 2.10

41x33 2.93800E-5 4.14 2.05 6.05250E-4 4.09 2.03

81x65 7.24966E-6 4.05 2.02 1.49461E-5 4.05 2.02

161x129 1.80200E-6 4.02 2.01 3.72287E-6 4.01 2.01
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Table 7: Compressible Navier-Stokes, Dirichlet boundaries, v-component

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.88554E-3 6.61668E-3

21x17 3.09664E-4 6.09 2.61 8.57300E-4 7.72 2.95

41x33 6.14640E-5 5.04 2.33 1.35348E-4 6.33 2.66

81x65 1.33259E-5 4.61 2.21 3.16506E-5 4.28 2.10

161x129 3.12715E-6 4.26 2.09 7.61552E-6 4.16 2.06

Table 8: Compressible Navier-Stokes, Dirichlet boundaries, energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.15937E-4 5.12965E-4

21x17 5.27574E-5 4.09 2.03 1.24217E-4 4.13 2.05

41x33 1.32568E-5 3.98 1.99 3.17437E-5 3.91 1.97

81x65 3.32396E-6 3.99 2.00 7.99370E-6 3.97 1.99

161x129 8.31847E-7 4.00 2.00 2.00623E-6 3.98 1.99
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Figure 6. Manufactured solutions for the 2-D compressible Navier-Stokes equations. The vari-
ables density, u-, v-component, and total energy are shown.
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Figure 7. Solution for the 2-D compressible Navier-Stokes equations. The error in the variables,
density, u-, v-component, total energy are shown.
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7 Examples of Coding Mistakes that Can and Cannot be
Detected by the MMS Procedure: Results of Twenty-one
Blind Tests

To illustrate the kinds of coding mistakes that can and cannot be detected by the MMS procedure,
we conducted a series of blind tests. The 2-D compressible Navier-Stokes code that was Verified
to be second-order accurate (p=2) in Section 6.2 was given to one of the authors who intentionally
altered the source code slightly to create a series of realistic coding mistakes. The other author then
tried to detect the unknown mistakes using the MMS procedure. The suite of twenty-one tests was
fairly comprehensive in that examples of most kinds of realistic mistakes for this code were
included. In Appendix E, we describe each coding mistake and show the results of the grid
convergence test. The coding mistakes created by altering the code are classified according to the
taxonomy of mistakes described in Section 2.4.

Every test case except case E.13 contained a coding mistake (i.e., a change in the Verified code).
Of the twenty test problems which contained mistakes, there was one Static, one Divergence, one
Efficiency, ten OAM, and seven Formal mistakes.1 Significantly, the MMS procedure detected ten
out of ten OAM’s. MMS also detected the static and divergence mistakes. The efficiency mistake
and the seven formal mistakes were not detected by MMS. Thus, in this example, MMS has
performed in the desired manner: any coding mistake which prevented the governing equations
from being solved correctly was detected. None of the coding mistakes which escaped detection
prevented the equations from being solved correctly.

The tests demonstrate that OAM’s can arise from minor, hard-to-detect typographical mistakes
which can be detected via the MMS procedure.

We observe that if the order-of-accuracy acceptance criterion were replaced with the consistency
criterion, six out of ten OAM’s would have been detected. These tests (E.1, E.2, E.3, E.9, E.11, and
E.16) contained consistency mistakes. On the other hand, there were four OAM’s that would not
be detected by the consistency criterion: E.4, E.8, E.15, and E.17. To be precise, test case E.8 is an
example of where inconclusive results would be obtained from the consistency criterion (more grid
resolution is needed). Thus, in general, the consistency test is a less sensitive criterion but can be
used if, for example, the theoretical order-of-accuracy of the code being Verified is not known. On
the other hand, since both the consistency and order-of-accuracy criteria require the same data, and
little extra work is required to assess the order-of-accuracy, we recommend that one use the order-
of- accuracy criterion with MMS whenever possible.

1. Known coding mistakes can often be classified according to our taxonomy a priori.
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8 Strengths and Limitations of the MMS Procedure
As with all methods, the MMS code Verification procedure has strengths and limitations. These
are summarized in this Section.

8.1 Strengths
➣ The majority of code capabilities can be Verified with MMS procedure because one can

construct solutions to the fully general equations solved by the code.
➣ For the method of manufactured solutions, governing equations which are non-linear and/

or coupled are not significantly more difficult to solve than uncoupled linear systems of
equations.

➣ In general, the solution domain and the boundary conditions can be selected after
construction of the manufactured solution to the interior equations.

➣ The source term can be computed using symbolic manipulations codes
➣ The manufactured solution is composed of easily evaluated functions.

➣ Solution flexibility permits one to verify code options by process of elimination.1

➣ The MMS procedure is largely insensitive to the choice of numerical method. In principle,
it will work with finite differences, finite volume methods, finite element, and boundary
element methods. As long as some ordered discrete approximation to the PDEs being solved
is made, the method can, in principle, be applied. Likewise, the method does not depend on
the type of mesh (Cartesian, polar, structured, unstructured) employed.

➣ Adequate care must be taken to correctly apply each step within the MMS procedure to
avoid back-tracking. For example, if a careless code input mistakes were made in Step 4, it
may not be caught until Step 7. Nearly all implementation mistakes and even mistakes
introduced when making code modifications (e.g., to include a distributed source term) will
be caught further on in the MMS procedure, i.e., the MMS procedure is largely self-
correcting. The only known implementation mistake that would not be caught by the
procedure occurs in Step 2 (Coverage Test Design). If one fails to account for all relevant
code capabilities in the design of the test suite, then certain options of the code will not be
Verified.

8.2 Limitations
Application of the MMS procedure is made more difficult if the governing equations lack source
terms. This situation may also arise if the governing equations do contain source terms but the code
to be Verified does not have the capability to input distributed source term data. There are two
possible remedies. First, it may be possible to modify the code to incorporate a distributed source
term. Often this is not a difficult task since numerical treatment of source terms is usually
straightforward. This approach does raise the possibility that a coding mistake is introduced. Such
a mistake would, however, be detected during the Verification procedure. In cases where one
cannot add their own source term to the governing equations (e.g., proprietary software), one may
take the approach suggested in Appendix B (Governing Equations with no Source Terms). In this
approach, an exact solution to the interior equations is found. Although one has an exact solution,
the auxiliary conditions are determined afterwards using the exact solution. Then the remainder of
the MMS code Verification procedure can be followed.

1. In MES, code options are intimately tied to the exact solution.
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An equally serious situation that could arise is illustrated by a code which contains a “look-up”
table as its only constitutive relationship. In this case one must modify the code to include another
constitutive relation.

Some codes may lack sufficiently general input capability to permit Verification of certain code
options by the MMS procedure. In this situation, if MMS is to be applied, one is forced either to
modify the code to achieve the desired generality or to forego Verification of the option. As an
example, if an adaptive time-step option is to be Verified, one must modify the code to calculate
the values of the boundary conditions at the time levels selected by the code.
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9 Summary and Conclusions
We have described a procedure for code Verification to determine whether or not the code solves
its governing equations correctly. The procedure relies on the manufacture of a fully general
solution to the governing equation. Generality of the solution is essential because it guarantees that
few, if any, code capabilities will be unverified. Guidelines for the construction of the
manufactured solution are given in Section 3.1 and 3.2. MMS (or any other code Verification
procedure) does not address the issues of code robustness, performance, or formal correctness, nor
does it pertain to Solution Accuracy Assessment. Of the four acceptance criteria that were
described, we advocate that MMS be used with the order-of-accuracy criterion in which one
confirms the theoretical order-of-accuracy for the discretization method. Of course, when the
theoretical order-of-accuracy is unknown, one can effectively apply the consistency criterion. A
complete description of the MMS code Verification procedure was given in Section 5. Section 6
demonstrated the applicability of MMS to complex governing systems of equations such as the
Navier-Stokes equations. Section 7 illustrated the types of coding mistakes in our taxonomy that
can and cannot be detected by MMS procedure. The generality of the manufactured solution
ensures that, by definition, the MMS procedure will detect any coding mistake that prevents the
equations from being solved correctly. The most important known limitation of MMS procedure
is the requirement that the code contain an option for input of distributed source terms and
spatially-variable boundary data. If this is not the case, one may either modify the source code or,
if that is not possible, rely on MES.

We have not tried MMS procedure on every possible code or situation and acknowledge that there
may be additional limitations we do not know about. For example, the MMS procedure has not
been rigorously applied to finite element codes, to highly specialized boundary conditions, to codes
that contain grid-size dependent physical models, or to codes based on gridless methods. However,
MMS procedure has been successfully applied to complex codes such as a code that solves
convective transport with a moving coordinate frame [18] and to a code that solves flow with a
free-surface boundary condition [19]. In Section 7 of this report we showed that it can also be
successfully applied to a code solving the two dimensional Burger’s equation, and to both
compressible and incompressible Navier-Stokes codes. We feel confident that, with minor
modifications, the MMS procedure can be applied to other situations and codes. We hope that
others will apply MMS procedure to other codes and situations to help delineate its full range of
applicability.

Because the MMS procedure permits, in general, Verification of more code capabilities than other
Verification methods we strongly recommend that, in addition to the existing suite of Static and
Dynamic code tests, the MMS procedure be adopted for ASCI code Verification1.

1. MMS is clearly applicable to other Sandia codes as well.
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Appendix A: Example of an Exact Solution for MES
As an example of an exact solution for MES, let us apply classical methods to the heat-conduction
equation (A1). For the exact solution, we solve a homogeneous heat conduction problem in a solid
sphere [9]. Rewriting Equation A1 in spherical coordinates (r,θ,φ) and making the simplifying
assumption that thermal conductivity k, density ρ, and specific head at constant pressure Cp are
constants, we get:

(A1)

where and . This equation is put into a more convenient form by
defining the following new independent variables.

(A2)

Then, equation (A1) becomes

(A3)

where we have , , , for . Boundary conditions are:

(A4)

Using separation of variables we can construct a solution for V

(A5)

where is the solution of the Bessel’s differential equation of order (n+1), is
the associated Legendre function of the first kind with n and m being positive integers. This
solution satisfies the differential equation (A3) and remains bounded if the eigenvalues are
chosen as the positive roots of

(A6)

It also satisfies the boundary condition r = b. The expansion coefficients and are to be
determined so that the initial condition for the problem is satisfied. After applying the initial
condition we obtain the solution
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(A7)

where the norms N(m,n) and N(λnp) are given by

(A8)

In order to evaluate the above solution, we need a table of values or an algorithm to compute the
Bessel function Jn and Legendre polynomial Pn, roots and their derivatives. Also, we have an
infinite series, triple sum, and triple integral to compute. It should be clear that this is not an easy
task. Also, this solution is not general enough (simplifying assumptions) to exercise all the
variability in the coefficient of the heat-conduction equation and the computational domain is
limited to a sphere.
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Appendix B: Governing Equations with No Source Term
The method of manufactured solutions can be used to produce solutions to the fully general
governing equation. This flexibility is mainly due to the source term. Because the source term is a
code input, one is free to choose the source term as one needs, provided the source term
implemented in the code allows distributed sources. If the code to be tested does not allow
distributed sources or if the governing equations do not contain source terms, it may still be
possible to construct a solution because with the code Verification procedure we describe, one has
a great deal of latitude, having only to satisfy the interior equation. In general, however, we
recommend that the code be modified to include a source term. This, of course, cannot be done
if one does not have access to the source code (e.g., if one is testing commercial software).
Furthermore, even if one has access to the source, one needs in addition, a good understanding of
the numerical algorithm to confidently modify the code or have access to the code developers.

We give here two examples of how one can construct solutions that do not require source terms1.
If the governing equation is linear, separation of variables can be effective. For example, suppose
one is verifying a 2-D code which solves the heat conduction equation with no source term and a
scalar conductivity:

(B1)

with k=k(x,y).  Applying the separation of variables technique, let

(B2)

One finds that F and G satisfy

(B3)

(B4)

with . A solution for G is

(B5)

To construct a solution for F, we must also construct k(x,y). After a bit of trial and error, we found
the following solution for µ=1:

(B6)

1. This approach is similar to the method of exact solutions. However, with MMS we are free to determine
the auxiliary conditions after the solution to the interior equations is obtained.
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This solution can be scaled to ensure it satisfies the requirements outline in Sections 3.1 and 3.2.
Manufactured solutions can also be constructed for non-linear systems of homogeneous equations.
We illustrate using the equations for 2-D, steady, incompressible, laminar flow:1

(B7)

(B8)

(B9)

with h=P/ρ and ν a constant. To satisfy Equation B7, let φ=φ(x,y) and set

(B10)

Equations B8 and B9 become

(B11)

where

(B12)

In order for h to exist, we must have

(B13)

This means the φ must satisfy

(B14)

To construct a manufactured solution, choose φso that (a constant). Then, Equation B14
is automatically satisfied, then u and v are computed from Equation B10. Next, h(x,y) can be found
by computing R and Q in Equation B12, then performing an integration of Equation B11.

1. The solution constructed in this report is original and, to our knowledge, does not appear in the literature.
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For example, let

(B15)

Then, , and then, from Equation B10

(B16)

From Equation B12

(B17)

and finally from Equation B13
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Appendix C: Application of the MMS procedure to a code that
solves the Two-Dimensional Burgers Equation

C.1 Two-Dimensional Burgers Equation, Cartesian Coordinates
The Burgers equation provide a simple nonlinear model which is similar to the equations governing
fluid flow. The code that we are going to verify solves the steady and unsteady Burgers equation
in Cartesian coordinates. The code uses a centered finite difference formulation for spatial
derivatives and two-point backward explicit Euler for time derivatives. The code is second-order
accurate in space and first-order accurate in time. The code has options for two boundary condition
types, Dirichlet and Neumann. The variables are collocated at nodes. The first step in the MMS
procedure is to identify the governing equations used by the code. The two-dimensional time
dependent Burgers equation in conservation form, as used by the code, is given by

(C1)

(C2)

where Su and Sv are source terms associated with the manufactured solution. Using the procedure
described in Section 3 we generated manufactured solutions for the time dependent Burgers
equation. The following are the manufactured solution for the u and v components of velocity:

(C3)

(C4)

where u0, v0, ω, and ε are constants. The source terms are:

(C5)

(C6)

Mathematica was used to generate the source terms. The steady solution to Burgers equation
(Equations C1 and C2) is obtained by setting the ω to zero in the manufactured solution.

The next step in the Verification process is to construct coverage tests. Here, we are interested only
to verify the steady option of the code with two different boundary conditions. Two coverage tests
are required as a minimum to verify the interior equations and the boundary conditions (see Section
5). The difficulty with this approach is that if the code fails the first coverage test, the coding
mistake or mistakes could be in either the interior equations or the boundary conditions or both. we
recommend that the first coverage test be used to only verify the interior equations. This adds one
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additional coverage tests but separates the Verification of the interior equations from the boundary
conditions.

In the following subsections we will discuss each coverage test in more detail.

C.1.1 Steady Solution, Dirichlet Boundaries
Since with the MMS procedure the size of the computational domain is arbitrary, we selected a
region in the solution space , to avoid symmetry. The symmetry in the
solution can potentially hide coding mistakes and should be avoided. The computational grids are
dimensioned such that the maximum number of points in each coordinate direction is not the same.
Again, this is done to check if there are any coding mistakes associated with the maximum number
of elements or cells in the computational domain. To initialize the solution there is a temptation to
use the exact solution. In most cases, this would minimize the number of iterations to convergence;
however, this should be avoided. As will be illustrated in Section E.4, this can hide coding
mistakes.

For the grid convergence study we use five different grids, 11x9, 21x17, 41x33, 81x65, and
161x129, with constant grid refinement ratio of 2 (grid doubling). The constants in the
manufactured solutions are: ν = 0.7, u0 = 1.0, v0 = 1.0, ε = 0.001, We have selected the convergence
tolerance of 1.0E-14 for the solver. The reason for the tight tolerance is to eliminate roundoff errors
due to lack of iterative convergence.

Figure C1 shows the manufactured solution on a 41x33 cartesian grid for both components of
velocity and the corresponding error distributions. Tables C1 and C2 show the convergence
behavior of the code for the u- and v-components of velocity based on the normalized l2-norm of
the error and the maximum error. In these tables Column 1 is the size of the grids, Column 2 is the
normalized l2-norm of the error, Column 3 is the ratio of errors in Column 2, Column 4 is the order-
of-accuracy (Equation 25), Column 5 is the maximum error in the computational domain, and
Columns 6-7 are the ratio of the maximum error and the order-of-accuracy. It is important to
monitor the convergence behavior of both the maximum error and RMS error in order to estimate
the order-of-accuracy and trace coding mistakes. It is possible that these two parameters converge
toward the correct answer from the opposite side, for example one might start higher than the
expected order and the other one lower; however both should converge to the same value. Tables
C1 and C2 clearly show that both components of velocity in the l2-norm and the maximum errors
are converging second-order accurate. This verifies the interior equations and the Dirichlet
boundary condition.

0.1 x 0.7≤ ≤– 0.2 y 0.8≤ ≤
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Table C1: Burgers Equation, Dirichlet boundaries, u-component

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.77094E-4 6.49740E-4

21x17 6.56290E-5 4.22 2.08 1.66311E-4 3.91 1.97

41x33 1.59495E-5 4.11 2.04 4.17312E-5 3.99 1.99

81x65 3.93133E-6 4.06 2.02 1.04560E-5 3.99 2.00

161x129 9.75920E-7 4.03 2.01 2.61475E-6 4.00 2.00

Table C2: Burgers Equation, Dirichlet boundaries, v-component

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.16758E-4 4.00655E-4

21x17 5.12127E-5 4.23 2.08 1.03315E-4 3.88 1.96

41x33 1.24457E-5 4.11 2.04 2.58554E-5 4.00 2.00

81x65 3.05781E-6 4.06 2.02 6.47093E-6 4.00 2.00

161x129 7.61567E-7 4.03 2.01 1.61783E-6 4.00 2.00
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Figure C1. Two-dimensional solution of Burgers equation in Cartesian coordinates. Solutions for
both components of velocity and their corresponding error distributions are shown.
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C.1.2 Steady Solution, Mixed Neumann and Dirichlet Boundary Conditions
In this Section we will show how to verify the Neumann boundary condition option in the code. In
the pervious Section, using the first coverage test, we Verified the interior equations with the
Dirichlet boundary condition. The remaining coverage tests are used to verify the Neumann
boundary condition. In the second coverage test, we assigned Neumann boundary condition at x(1)
and x(imax) and the rest to Dirichlet boundary conditions as depicted in Figure C2. The Neumann
conditions were given by , and , where e(x,y) and f(x,y) are
inputs to the code. These functions are computed by evaluating the gradient of the manufactured
solution. Tables C3 and C4 show the convergence behavior for the u- and v-component of velocity.
It is clear from these tables that both computed variables are converging second-order accurate. In
the third coverage test, the location of the Neumann and the Dirichlet boundaries were switched.
In this case, the Neumann conditions were given by , and ,
where again, g(x,y) and h(x,y) are computed from the manufactured solution. Tables C5 and C6
show second-order accurate convergence behavior for both computed variables. Since the code
was previously Verified with the Dirichlet boundary condition, we can interpret this result to mean
that the Neumann boundary condition is working correctly and it is second-order accurate.

Figure C2. Schematic of the computational domain for the solution of the Burger equation.
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Table C3: Burgers Equation, horizontal Neumann Boundaries, u-component

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.67064E-3 3.94553E-3

21x17 3.81402E-4 4.38 2.13 1.04172E-3 3.79 1.92

41x33 9.19754E-5 4.15 2.05 2.70365E-4 3.85 1.95

81x65 2.26653E-5 4.06 2.02 6.89710E-5 3.92 1.97

161x129 5.63188E-6 4.02 2.01 1.74315E-5 3.96 1.98

Table C4: Burgers Equation, horizontal Neumann Boundaries, v-component

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 5.04918E-4 1.53141E-3

21x17 8.62154E-5 5.86 2.55 3.353-7E-4 4.57 2.19

41x33 1.78470E-5 4.83 2.27 7.83351E-5 4.28 2.10

81x65 4.08392E-6 4.37 2.13 1.89318E-5 4.14 2.05

161x129 9.79139E-7 4.17 2.06 4.65444E-6 4.07 2.02

Table C5: Burgers Equation, vertical Neumann Boundaries, u-component

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.64865E-3 7.00155E-3

21x17 9.22780E-4 3.95 1.98 2.20261E-3 3.18 1.67

41x33 2.30526E-4 4.00 2.00 6.08147E-4 3.62 1.86

81x65 5.75741E-5 4.00 2.00 1.58641E-4 3.83 1.94

161x129 1.43857E-5 4.00 2.00 4.05035E-5 3.92 1.97
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C.1.3 Added Terms to the Governing Equations
Some numerical methods require artificial dissipation to be added to the solution for stability
purposes. In this Section we will investigate the influence of these terms on the manufactured
solution. Typically, 4th-order terms are used to introduce dissipation or smoothing. We have added
4th-order terms to the Burger equations, such as:

(C7)

(C8)

where Cu and Cv are constants. By design these added terms are grid size dependent and thus, their
contribution to governing equations vanishes as ∆→0. In this example, these terms are sixth-order
accurate because the fourth derivatives are approximated by second-order accuracy differences.
Therefore, the overall set of equations is second-order accurate. Provided the constants Cu and Cv
are ‘small’, the effect of these terms on the solution will decrease faster than the physical terms in
the equations, guaranteeing one will converge to the solution to the physical equation (provided
there are no coding mistakes). To illustrate this we use the original manufactured solution
Equations C3-C4 with the corresponding source terms Equations C5-C6. Since the added terms are
grid size dependent there is no need to modify the original source terms.

For this exercise we set Cu = Cv = 0.01 and the other constants are the same as defined in the
previous Sections. Tables C7 and C8 show the behavior of the computed errors and the observed
order-of-accuracy for the u- and the v-component of velocity. From these tables it is clear that both
components of velocity are second-order accurate. This indicates that the added terms did not alter
the observed order-of-accuracy of the code as expected.

Some additional observations can be made. First, the source term generated as part of the
manufactured solution does not need to account for the artificial dissipation term because it is
higher order accurate than the physical terms. One the other-hand, if desired, one could account for

Table C6: Burgers Equation, vertical Neumann Boundaries, v-component

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.49038E-3 2.69651E-3

21x17 2.97292E-4 5.01 2.33 6.08252E-4 4.43 2.15

41x33 6.65428E-5 4.47 2.16 1.44098E-4 4.22 2.08

81x65 1.56572E-5 4.22 2.08 3.50711E-5 4.11 2.04

161x129 3.83559E-6 4.11 2.04 8.65109E-6 4.05 2.02

∂u
∂t
------

∂
∂x
------ u2( ) ∂

∂y
----- uv( )+ + υ ∂2u

∂x2
-------- ∂2u

∂y2
--------+ 

  Su Cu ∆x( )4∂4u
∂x4
-------- ∆y( )4∂4u

∂y4
--------+ 

 –+=

∂v
∂t
-----

∂
∂x
------ uv( ) ∂

∂y
----- v2( )+ + υ ∂2v

∂x2
-------- ∂2v

∂y2
--------+ 

  Sv Cv ∆x( )4∂4v
∂x4
-------- ∆y( )4∂4v

∂y4
--------+ 

 –+=
- 67 -



the artificial dissipation in the source term if desired, however, nothing is gained by doing so. We
can generalize this observation by noting that the source term need only account for all the
physically meaningful terms in the equation. In addition, it must account for non-physical terms
whose order-of-accuracy is less than the accuracy of the physical terms (of course, one should
never introduce such terms).

Table C7: Burgers Equation, Dirichlet boundaries, u-component, added terms

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.76688E-4 6.48866E-4

21x17 6.56001E-5 4.22 2.08 1.66252E-4 3.90 1.96

41x33 1.59476E-5 4.11 2.04 4.17171E-5 3.99 1.99

81x65 3.93120E-6 4.06 2.02 1.04557E-5 3.99 2.00

161x129 9.75887E-7 4.03 2.01 2.61467E-6 4.00 2.00

Table C8: Burgers Equation, Dirichlet boundaries, v-component, added terms

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.16866E-4 4.00813E-4

21x17 5.12199E-5 4.23 2.08 1.03325E-4 3.88 1.96

41x33 1.24462E-5 4.12 2.04 2.58560E-5 4.00 2.00

81x65 3.06783E-6 4.06 2.02 6.47095E-6 4.00 2.00

161x129 7.61550E-7 4.03 2.01 1.61780E-6 4.00 2.00
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C.2 Two-Dimensional Burgers Equation, Curvilinear Coordinates
In this Section we demonstrate that the manufactured solution is independent of the discretization
methods used to solve the governing equations. To illustrate this, we are going to verify a code that
solves the time-dependent Burgers equation in the curvilinear coordinates. This is similar to a code
that was Verified in Section C.1 that solved the same equations in the Cartesian coordinates. In this
approach, physical domain is mapped to a computational domain through a general coordinate
transformation. The code is spatially second-order accurate and temporally first-order accurate.
The code is considered to be spatially second-order accurate only if the metrics of the coordinate
transformation and the numerical scheme are both second-order accurate. The variables are
collocated at nodes. There is only one boundary condition available which is Dirichlet boundary.
The first step in the MMS procedure is to identify the governing equations. This has been done in
Section C.1. Two coverage tests are needed since the code has two options for steady and unsteady
solutions with Dirichlet boundary condition. The next step is to construct manufactured solutions
for both component of velocity. This step is unnecessary, since the manufactured solutions that
were constructed in Section C.1 still valid. In the following subsections we will present
Verification results for steady and unsteady options of the code.

C.2.1 Steady Solution
For the computational domain we have used the space between two concentric circles with the
center positioned at X0 = 0.4 and Y0 = 0.2. The inner and the outer radii are 0.15 and 0.7,
respectively. The constructed grids are uniform with no stretching along the boundaries. Again, it
is worth emphasizing that we should construct the computational domain to avoid symmetry in the
solution. Five different grids were used for the grid refinement study (r=2). The constants in the
manufactured solution are: ν = 0.7, u0 = 1.0, v0 = 1.0, ε = 0.001, and we set the tolerance of 1.0E-
14 for the solver. Figure C3 shows the manufactured solution and the error distribution for u- and
v-component of velocity. Tables C9 and C10 show the second-order behavior for all variables.
Thus, we have Verified the code for the steady option with Dirichlet boundary conditions. This
procedure not only Verified the solution technique but also the transformation procedure. Note that
the grid for this exercise was curvilinear but orthogonal. This was not a particularly good choice
since the cross-derivative terms in the metrics are zero and if we had any mistakes in those terms
they will not show up in the grid convergence test. So, the better choice would have been the
curvilinear and non orthogonal grid.

This exercise clearly demonstrates that a manufactured solution can be used to verify different
codes with different numerical schemes. Note that the manufactured solution would retain all its
properties regardless of what code is using it.
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Table C9: Burgers Equation, Curvilinear Coordinate, Dirichlet boundaries, u-component

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.62534E-3 8.16627E-3

21x17 8.76306E-4 4.14 2.05 2.12068E-3 3.85 1.95

41x33 2.13780E-4 4.10 2.04 5.32141E-4 3.99 1.99

81x65 5.27317E-5 4.05 2.02 1.33219E-4 3.99 2.00

161x129 1.30922E-5 4.03 2.01 3.33411E-5 4.00 2.00

Table C10: Burgers Equation, Curvilinear Coordinate, Dirichlet boundaries, v-component

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.46560E-3 2.80098E-3

21x17 3.45209E-4 4.25 2.09 7.12464E-4 3.93 1.98

41x33 8.38134E-5 4.12 2.04 1.78464E-4 3.99 2.00

81x65 2.06544E-5 4.06 2.02 4.46808E-5 3.99 2.00

161x129 5.12701E-6 4.03 2.01 1.11731E-5 4.00 2.00
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Figure C3. Two-dimensional solution of Burgers equation in curvilinear coordinates. Solutions
for both components of velocity and their corresponding error distributions are shown.
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C.2.2 Unsteady Solution
In the previous Sections we tested the code for the steady solution and Verified that is spatially
second-order accurate. To check the code for time accuracy we have two options: one is to pick a
grid that provides a solution to the governing equations for which the spatial errors are nearly
reduced to machine roundoff and then refine the time step for the grid convergence test; second is
to refine both the space (grid) and time together. Both approaches should provide the same order-
of-accuracy for time. Since we have Verified the code for steady solution we have an idea about
the grid resolution and the asymptotic range. So, we have selected to fix the grid at the size of
161x129 and refine the time step. We use five different ∆t’s in the convergence test. In each
calculation, the flow is initialized to the same state, and we stop all calculations at a time of 8.0E-
4 seconds and then compute the errors. Tables C11 and C12 show the convergence behavior of u-
and v-components of velocity in time. Both variables show first-order accuracy in time which
matched the expected order-of-accuracy. Given this result, we have Verified this code for both
steady and unsteady solutions. Figure C4 shows the error distribution for the u- and the v-
component of velocity at time of 8.0E-4 seconds. As we know, the error distribution should be
different compared to the steady solution shown in Figure C3, and in fact, they are completely
different. Note that, when you fix the grid and refine the time step it is very important that the
selected grid provide a solution of the governing equations for which the spatial errors are nearly
reduced to machine roundoff. Otherwise, this approach will not work and one has to go back to
refining the grid and the time step together.

Table C11: Burgers Equation, Curvilinear Coordinate, Time Dependent Dirichlet boundaries, u-component

∆t l2-norm Ratio Observed Order Max error Ratio Observed Order

8.0E-6 2.70229E-3 9.62285E-3

4.0E-6 9.44185E-4 2.86 1.52 3.15348E-3 3.05 1.61

2.0E-6 4.12356E-4 2.29 1.20 1.34886E-3 2.34 1.23

1.0E-6 1.94240E-4 2.12 1.09 6.42365E-4 2.10 1.07

0.5E-6 9.45651E-5 2.05 1.04 3.14321E-4 2.04 1.03

Table C12: Burgers Equation, Curvilinear Coordinate, Time Dependent Dirichlet boundaries, v-component

∆t l2-norm Ratio Observed Order Max error Ratio Observed Order

8.0E-6 3.82597E-4 9.72082E-4

4.0E-6 1.46529E-4 2.61 1.38 3.98178E-4 2.44 1.29

2.0E-6 6.59684E-5 2.22 1.15 1.83016E-4 2.18 1.12

1.0E-6 3.14993E-5 2.09 1.07 8.81116E-5 2.08 1.05

0.5E-6 1.54609E-5 2.04 1.03 4.33979E-5 2.03 1.02
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Figure C4. Unsteady two-dimensional solution of Burgers equation in curvilinear coordinates. Er-
ror distribution for u- and v-components of velocity are shown.
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Appendix D: Examples of MMS Source Terms
Source terms for manufactured solutions created for the 2-D laminar compressible Navier-Stokes
equations, Section 6.2.

Continuity equation

Momentum equations

x-component

y-component
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Energy equation
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Appendix E: Results of Twenty-one Blind Tests

E.1 Incorrect Array Index
The correct line in NS2D,

dvdy(i,j) = ( v(i,j+1) - v(i,j-1) ) *R2Dy

was changed to

dvdy(i,j) = ( v(i,j) - v(i,j-1) ) *R2Dy

The affected part of the above statement is underlined. We expected the grid convergence test to
detect this mistake because the approximation to the derivative is not second-order accurate. Table
E1 presents relative errors for all the variables using l2-norm and the maximum error. The order-
of-accuracy for all variables have dropped from second to zeroth-order. Therefore, the mistake can
be classified as an OAM and is also a consistency mistake. This illustrates the grid convergence
test can detect a typographically minor error in indexing.
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Table E1: Incorrect Array Index

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 9.23708E-4 1.68128E-3

21x17 8.84707E-4 1.04 0.06 1.73540E-3 0.97 -0.05

41x33 9.44778E-4 0.94 -0.09 1.94904E-3 0.89 -0.17

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 6.00723E-4 9.98966E-4

21x17 3.06844E-4 1.96 0.97 5.75052E-4 1.74 0.80

41x33 2.38584E-4 1.29 0.36 4.96834E-4 1.16 0.21

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 9.13941E-3 1.50775E-2

21x17 9.76774E-3 0.94 -0.10 1.72128E-2 0.88 -0.19

41x33 1.01795E-2 0.96 -0.06 1.80794E-2 0.95 -0.07

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.59926E-4 1.04577E-3

21x17 1.85468E-4 1.40 0.49 5.29238E-4 1.98 0.98

41x33 2.15114E-4 0.86 -0.21 6.10028E-4 0.87 -0.20
- 77 -



E.2 Duplicate Index
 The correct line in NS2D,

E(i,j) = Rho_u(i,j) * (Rho_et(i,j) + P(i,j) ) / Rho(i,j)

was changed to

E(i,j) = Rho_u(i,j) * (Rho_et(i,i) + P(i,j) ) / Rho(i,j)

We expected the grid convergence test to find this error because the flux is incorrectly calculated.
Table E2 shows the order-of-accuracy for all variables which have dropped from second to the
zeroth-order. Thus, the mistake is a consistency mistake. This illustrates that convergence testing
can detect a typographically minor error such as a duplicate index.
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Table E2: Duplicate Index

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.26266E-3 3.93677E-3

21x17 1.90677E-3 1.19 0.25 3.74222E-3 1.05 0.07

41x33 1.83389E-3 1.04 0.06 3.75482E-3 1.00 0.00

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.62133E-3 5.01838E-3

21x17 2.27151E-3 1.15 0.21 4.78571E-3 1.05 0.07

41x33 2.17877E-3 1.04 0.06 4.83372E-3 0.99 -0.01

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 6.62900E-3 2.02920E-2

21x17 6.47947E-3 1.02 0.03 1.75281E-2 1.16 0.21

41x33 6.54676E-3 0.99 -0.01 1.73238E-2 1.01 0.02

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 6.49276E-2 1.81950E-1

21x17 6.54015E-2 0.99 -0.01 2.01030E-1 0.91 -0.14

41x33 6.51065E-2 1.00 0.01 2.06200E-1 0.97 -0.04
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E.3 Incorrect Constant
The correct line in NS2D,

R2Dy = 1.0 / ( 2.0*Dy )

was changed to

R2Dy = 1.0 / ( 4.0*Dy )

We expected the grid convergence test to find this error because it directly affects the order of the
approximation. Table E3 presents the error and the order-of-accuracy for all the variables. Here,
the error was severe enough that the order-of-accuracy dropped from second to the zeroth-order.
Therefore, this is a consistency mistake. This illustrates that convergence testing can detect a
typographically minor error such as an incorrect constant.
- 80 -



Table E3: Incorrect Constant

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 5.31931E-3 9.79076E-3

21x17 4.82802E-3 1.10 0.14 9.50070E-3 1.03 0.04

41x33 4.64876E-3 1.04 0.05 9.46390E-3 1.00 0.01

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 8.84338E-3 1.48811E-3

21x17 8.18477E-3 1.08 0.11 1.46418E-3 1.02 0.02

41x33 7.92302E-3 1.03 0.05 1.46074E-3 1.00 0.00

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.83176E-2 6.85403E-2

21x17 3.66663E-2 1.05 0.06 6.90452E-2 0.99 -0.01

41x33 3.58647E-2 1.02 0.03 6.97957E-2 0.99 -0.02

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 6.09470E-3 1.02714E-2

21x17 5.70251E-3 1.07 0.10 1.02169E-2 1.01 0.01

41x33 5.54180E-3 1.03 0.04 1.02487E-2 1.00 0.00
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E.4 Incorrect Do Loop Range
The correct line in NS2D,

do i=2,imax-1

was changed to

do i=2,imax-2

We expected the grid convergence test to find this mistake because the density array is not correctly
updated. Table E4 shows the behavior of the discretization error on multiple grids and the order-
of-accuracy. In this case, the error was severe enough that the solution did not converge for the
41x33 grid. For the remaining grids, the orders of accuracy were less than one which clearly
indicates there is something wrong. The affected do loop was used to update the density values. As
a result of this change to the range of the loop, part of the computational domain density did not
get updated and remained the same as it was initialized throughout the calculation. This is an
interesting case, since the outcome of the grid convergence test depends on how the solution is
initialized. If we had initialized the solution to the exact answer our grid convergence test would
not have identified the error. Thus, one should make it a practice to always initialize the solution
to something different than the exact answer. This mistake can be classified as an OAM.
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Table E4: Incorrect Do Loop Range

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.10730E-1 9.00000E-1

21x17 2.39100E-1 1.30 0.38 9.00000E-1 1.00 0.00

41x33 Did not Converge

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 4.25453E-2 1.30070E-1

21x17 3.07927E-2 1.38 0.47 8.75416E-2 1.49 0.57

41x33 Did not Converge

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.37892E-2 1.12420E-1

21x17 2.50287E-2 1.35 0.43 8.26705E-2 1.36 0.44

41x33 Did not Converge

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.55018E-2 1.10310E-1

21x17 2.44229E-2 1.45 0.54 6.72695E-2 1.64 0.71

41x33 Did not Converge
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E.5 Uninitialized Variable
The correct line in NS2D,

f23 = 2.0 / 3.0

was changed to a comment

c      f23 = 2.0 / 3.0

This type of mistake should have been detected by the static test. Most compilers would issue a
warning that a variable is used before being initialized. Also, all the FORTRAN checkers would
detect this mistake. Let’s assume that the warning was ignored and see what happens when we run
the grid convergence test. We expected the grid convergence test to find this mistake and it did.
The mistake was severe enough that the code did not converge on the 41x33 grid. For the remaining
grids, as shown in Table E5, the order-of-accuracy for all variables was about zero. Thus, the grid
convergence test can detect mistakes such as uninitialized variables. This mistake is properly
classified as a static mistake and illustrates that MMS can sometimes detect coding mistakes that
are not OAM’s.
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Table E5: Uninitialized Variable

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.65560E-2 5.38971E-2

21x17 2.52451E-2 1.05 0.07 5.58692E-2 0.96 -0.05

41x33 Did not Converge

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.01007E-2 5.83826E-2

21x17 2.90318E-2 1.04 0.05 6.07713E-2 0.96 -0.06

41x33 Did not Converge

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 5.24298E-3 1.50089E-2

21x17 4.26897E-3 1.23 0.30 1.16589E-2 1.29 0.36

41x33 Did not Converge

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.55018E-2 1.48726E-2

21x17 2.44229E-2 1.45 0.54 1.77831E-2 0.84 -0.26

41x33 Did not Converge
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E.6 Incorrect Labeling of an Array in an Argument List
The correct line in NS2D,

dudx,dvdx,dtdx, dudy,dvdy,dtdy,

was changed to

dudx,dudy,dtdx, dvdx,dvdy,dtdy,

The above line appears on the calling statement to the routine that solves the energy equation. The
mistake interchanged the arrays that hold the and derivatives. We expected the grid
convergence test to find this error and it did NOT! Table E6 shows that the order-of-accuracy for
all variables to be second-order accurate. This was surprising but, after studying the problem, it
was found that the derivatives and are only used in constructing a component of
shear stress tensor τxy which is defined as

(50)

In Equation 50, the two derivatives are added together and thus, it did not matter which array holds
what derivative. The grid convergence test did not detect this mistake because the solution was not
affected. This mistake falls in the category of a formal coding mistake.

∂u ∂y⁄ ∂v ∂x⁄

∂u ∂y⁄ ∂v ∂x⁄

τ xy µ ∂u
∂y
------ ∂v

∂x
------+ 

 =
- 86 -



Table E6: Incorrect Labeling of an Array in an Argument List

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.91885E-4 8.33373E-4

21x17 9.94661E-5 3.94 1.98 1.99027E-4 4.19 2.07

41x33 2.50657E-5 3.97 1.99 4.93822E-5 4.03 2.01

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.31435E-4 5.98882E-4

21x17 7.97201E-5 4.16 2.06 1.50393E-4 3.98 1.99

41x33 1.98561E-5 4.01 2.01 3.76816E-5 3.99 2.00

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.28458E-4 3.83091E-4

21x17 4.87140E-5 4.69 2.23 8.58549E-5 4.46 2.16

41x33 1.13447E-5 4.29 2.10 2.09721E-5 4.09 2.03

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.90889E-4 3.51916E-4

21x17 4.20472E-5 4.54 2.18 8.86208E-5 3.97 1.99

41x33 1.00610E-5 4.18 2.06 2.18304E-5 4.06 2.02
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E.7 Switching of the Inner and the Outer Loop Indices
The correct line in NS2D,

j=2,jmax-1
i=2,imax-1

was changed to

i=2,jmax-1
j=2,imax-1

This mistake would have been detected by the dynamic test of the code with the array bound
checker turned on. In the case of dynamically allocated memory, the code will try to access
memory locations that are not defined for the individual arrays in the do loop which typically
causes the code to terminate. Lets assume the code has declared all arrays big enough that the code
would run. We expected the grid convergence test to find this mistake when jmax does not equal
imax and it did. Table E7 shows the results for the grid convergence test. The mistake was severe
enough that the code did not converge for the second and the third grids of the test. This mistake
falls in our taxonomy under the category of a divergence mistake.
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Table E7: Switching of the Inner and the Outer Loop Indices

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.75040E-1 6.80710E-1

21x17 Did not Converge

41x33

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.01780E-1 3.01180E-1

21x17 Did not Converge

41x33

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.94940E-1 1.77269E-1

21x17 Did not converge

41x33

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.07015E-1 1.04740E-1

21x17 Did not Converge

41x33
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E.8 Incorrect Sign
The correct line in NS2D,

P_new = (gam-1)*Rho(i,j)*( et - 0.5*(u*u+v*v) )

was changed to

P_new = (gam+1)*Rho(i,j)*( et - 0.5*(u*u+v*v) )

We expected the grid convergence test to find this mistake and it did. Table E8 shows that the l2-
norm of the error is converging first-order and the max error shows near zeroth-order convergence.
This illustrates that grid convergence tests can detect a typographically minor mistake such as an
incorrect sign. Also, this mistake is obvious enough that it would have likely been caught during
the development stage. This mistake can be classified as an OAM.
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Table E8: Incorrect Sign

Density

Grid l2-norm Ratio
Observed

Order
Max error Ratio

Observed
Order

11x9 5.24657E-4 1.20947E-3

21x17 4.35951E-4 1.20 0.27 1.04079E-3 1.16 0.22

41x33 3.78324E-4 1.15 0.20 8.68705E-4 1.20 0.26

U-Component of Velocity

Grid l2-norm Ratio
Observed

Order
Max error Ratio

Observed
Order

11x9 4.49409E-4 1.00287E-3

21x17 4.60418E-4 0.98 -0.03 9.57168E-4 1.05 0.07

41x33 3.60157E-4 1.28 0.35 8.30955E-4 1.15 0.20

V-Component of Velocity

Grid l2-norm Ratio
Observed

Order
Max error Ratio

Observed
Order

11x9 2.27151E-3 4.69045E-3

21x17 1.72803E-3 1.31 0.39 3.98002E-3 1.18 0.24

41x33 1.56727E-3 1.10 0.14 3.71797E-3 1.07 0.10

Total Energy

Grid l2-norm Ratio
Observed

Order
Max error Ratio

Observed
Order

11x9 4.75690E-1 6.63490E-1

21x17 4.74390E-1 1.00 0.00 6.79370E-1 0.98 -0.03

41x33 4.73770E-1 1.00 0.00 6.86590E-1 0.99 -0.02
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E.9 Incorrect Positioning of Operators
The correct line in NS2D,

F(i,j) = Rho_u(i,j)*Rho_v(i,j)/Rho(i,j)

was changed to

F(i,j) = Rho_u(i,j)/Rho_v(i,j)*Rho(i,j)

We expected the grid convergence test to find this mistake and it did. Table E9 shows that the order-
of-accuracy for all variables have dropped to zero. The mistake is classified as a consistency
mistake. Most likely this mistake would have been detected during the code development stage.
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Table E9: Incorrect Positioning of Operators

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.01690E-1 3.20620E-1

21x17 1.95680E-1 1.03 0.04 3.24560E-1 0.99 -0.02

41x33 1.91960E-1 1.02 0.03 3.25250E-1 1.00 0.00

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.84100E-1 2.71070E-1

21x17 1.77910E-1 1.03 0.05 2.76040E-1 0.98 -0.03

41x33 1.74350E-1 1.02 0.03 2.77870E-1 0.99 -0.01

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 4.92486E-2 9.41443E-2

21x17 4.74185E-2 1.04 0.05 9.28039E-2 1.01 0.02

41x33 4.67834E-2 1.01 0.02 9.30090E-2 1.00 0.00

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 5.08252E-2 1.18530E-1

21x17 4.80429E-2 1.06 0.08 1.04160E-1 1.14 0.19

41x33 4.80885E-2 1.00 0.00 1.03480E-1 1.01 0.01
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E.10 Incorrect Parenthesis Position
The correct line in NS2D,

dtdy(i,j) = ( -3.0*T(i,j) + 4.0*T(i,j+1) - T(i,j+2) )*R2Dy

was changed to

dtdy(i,j) = ( -3.0*T(i,j) + 4.0*T(i,j+1) ) - T(i,j+2) *R2Dy

We initially expected the grid convergence test to find this mistake and it did NOT! Table E10
shows the second-order accuracy behavior for all the variables. This was surprising but, after
careful examination, we found that the above statement was used to compute the temperature
gradient at a corner point of the computational grid and the stencil used by the code did not reach
the corner points. Therefore, the mistake did not alter the results. However, if this point was inside
the computational domain, it would have been detected. This mistake is classified as a formal
mistake.
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Table E10: Incorrect Parenthesis Position

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.91885E-4 8.33373E-4

21x17 9.94661E-5 3.94 1.98 1.99027E-4 4.19 2.07

41x33 2.50657E-5 3.97 1.99 4.93822E-5 4.03 2.01

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.31435E-4 5.98882E-4

21x17 7.97201E-5 4.16 2.06 1.50393E-4 3.98 1.99

41x33 1.98561E-5 4.01 2.01 3.76816E-5 3.99 2.00

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.28458E-4 3.83091E-4

21x17 4.87140E-5 4.69 2.23 8.58549E-5 4.46 2.16

41x33 1.13447E-5 4.29 2.10 2.09721E-5 4.09 2.03

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.90889E-4 3.51916E-4

21x17 4.20472E-5 4.54 2.18 8.86208E-5 3.97 1.99

41x33 1.00610E-5 4.18 2.06 2.18304E-5 4.06 2.02
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E.11 Conceptual or Consistency Mistake in Differencing Scheme
The correct line in NS2D,

-d0*( Rho_u(i+1,j) - Rho_u(i-1,j) )

was changed to

-d0*( Rho_u(i+1,j) - Rho_u(i-1,j) + Rho_u(i,j) )

We expected the grid convergence test to find this mistake and it did. The order-of-accuracy for all
variables dropped to zeroth-order as shown in Table E11. This mistake can be classified as either
a dynamic conceptual mistake or a consistency mistake.
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Table E11: Conceptual Error in Differencing Scheme

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 5.59550E-1 7.53550E-1

21x17 6.76410E-1 0.83 -0.27 8.92800E-1 0.84 -0.24

41x33 7.68920E-1 0.88 -0.18 9.59010E-1 0.93 -0.10

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.42692E-2 5.94497E-2

21x17 3.55477E-2 0.96 -0.05 6.66460E-2 0.89 -0.16

41x33 3.49851E-2 1.02 0.02 6.55673E-2 1.02 0.02

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.62034E-2 6.39796E-2

21x17 3.84234E-2 0.94 -0.09 6.60947E-2 0.97 -0.05

41x33 3.91125E-2 0.98 -0.03 6.43425E-2 1.03 0.04

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.53229E-2 4.67058E-2

21x17 2.53935E-2 1.00 0.00 5.18047E-2 0.90 -0.15

41x33 2.36851E-2 1.07 0.10 5.01506E-2 1.03 0.05
- 97 -



E.12  Logical IF Mistake
The correct line in NS2D,

if( sum_Rho_et.le.tol .and. sum_Rho_u.le.tol .and.
    sum_Rho_v .le.tol .and. sum_Rho  .le.tol  )
                 converged = .true.

was changed to

if( sum_Rho_et.ge.tol .and. sum_Rho_u.le.tol .and.
    sum_Rho_v .le.tol .and. sum_Rho  .le.tol  )
                 converged = .true.

The convergence test for the energy equation was affected by this change. In this particular
implementation, the convergence of all the computed variables were tested. This suggests if the
convergence tolerance is very small, let say close to the machine zero, then, the grid convergence
test would NOT find this error and it did NOT. The reason is simple, while there is a faulty
convergence check on the total energy, we still check the convergence of the other variables. Since
this a coupled systems of equations, when the other variables are converged to a small tolerance
then the energy equation most likely has converged within an order of magnitude of the same
tolerance. Table E12 shows the order-of-accuracy are unaffected by this mistake. This mistake is
classified as a formal mistake because we cannot conceive a dynamic test that would reveal this
mistake (at least on this particular problem).
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Table E12: Logical If Error

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.91885E-4 8.33374E-4

21x17 9.94661E-5 3.94 1.98 1.99027E-4 4.19 2.07

41x33 2.50656E-5 3.97 1.99 4.93819E-5 4.03 2.01

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.31435E-4 5.98882E-4

21x17 7.97201E-5 4.16 2.06 1.50393E-4 3.98 1.99

41x33 1.98561E-5 4.01 2.01 3.76816E-5 3.99 2.00

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.28458E-4 3.83091E-4

21x17 4.87140E-5 4.69 2.23 8.58549E-5 4.46 2.16

41x33 1.13447E-5 4.29 2.10 2.09720E-5 4.09 2.03

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.90889E-4 3.51916E-4

21x17 4.20472E-5 4.54 2.18 8.86208E-5 3.97 1.99

41x33 1.00610E-5 4.18 2.06 2.18304E-5 4.06 2.02
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E.13  No Mistake
There are no mistakes in case 8.13 (a placebo). This is identical to the original code and it was put
in into the test matrix as a check. As we mentioned earlier, this was a blind test. Table E13 shows
the second-order accurate convergence behavior for all the variables.
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Table E13: No Error

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.91885E-4 8.33373E-4

21x17 9.94661E-5 3.94 1.98 1.99027E-4 4.19 2.07

41x33 2.50657E-5 3.97 1.99 4.93822E-5 4.03 2.01

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.31435E-4 5.98882E-4

21x17 7.97201E-5 4.16 2.06 1.50393E-4 3.98 1.99

41x33 1.98561E-5 4.01 2.01 3.76816E-5 3.99 2.00

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.28458E-4 3.83091E-4

21x17 4.87140E-5 4.69 2.23 8.58549E-5 4.46 2.16

41x33 1.13447E-5 4.29 2.10 4.09720E-5 4.09 2.03

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.90889E-4 3.51916E-4

21x17 4.20472E-5 4.54 2.18 8.86208E-5 3.97 1.99

41x33 1.00610E-5 4.18 2.06 2.18304E-5 4.06 2.02
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E.14  Incorrect Relaxation Factor
The correct line in NS2D,

Rho(i,j) = Rho(i,j) + 0.8*( Rho_new - Rho(i,j) )

was changed to

Rho(i,j) = Rho(i,j) + 0.6*( Rho_new - Rho(i,j) )

We expected the grid convergence test to NOT find this mistake and it did NOT. Table E14 shows
second-order accurate convergence for all variables. This illustrates that the grid convergence test
will not detect mistakes in the iterative solver which affect only the rate of convergence, but not
the accuracy of the answer. This is classified as an efficiency mistake.
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Table E14: Incorrect Relaxation Factor

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.91885E-4 8.33373E-4

21x17 9.94656E-5 3.94 1.98 1.99026E-4 4.19 2.07

41x33 2.50638E-5 3.97 1.99 4.93784E-5 4.03 2.01

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.31435E-4 5.98882E-4

21x17 7.97200E-5 4.16 2.06 1.50393E-4 3.98 1.99

41x33 1.98558E-5 4.01 2.01 3.76810E-5 3.99 2.00

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.28458E-4 3.83091E-4

21x17 4.87140E-5 4.69 2.23 8.58550E-5 4.46 2.16

41x33 1.13448E-5 4.29 2.10 2.09722E-5 4.09 2.03

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.90889E-4 3.51916E-4

21x17 4.20473E-5 4.54 2.18 8.86209E-5 3.97 1.99

41x33 1.00630E-5 4.18 2.06 2.18309E-5 4.06 2.02
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E.15  Incorrect Differencing
The correct line in NS2D

dtdy(i,j) = ( -3.0*T(i,j) + 4.0*T(i,j+1) - T(i,j+2) )*R2Dy

was changed to

dtdy(i,j) = ( -3.0*T(i,j) + 4.0*T(i,j+1) - T(i,j+2) )*R2Dx

We expected the grid convergence test to find this mistake and it did. Table E15 shows that the
energy and v-component of velocity variables exhibit first-order accuracy. This clearly indicates
the sensitivity of the MMS procedure. The mistake is classified as an OAM.
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Table E15: Incorrect Differencing

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 4.65492E-4 1.00034E-3

21x17 1.33118E-4 3.50 1.81 2.78774E-4 3.59 1.84

41x33 4.13695E-5 3.22 1.69 9.01491E-5 3.09 1.63

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.43574E-4 6.08897E-4

21x17 8.53543E-5 4.03 2.01 1.62447E-4 3.75 1.91

41x33 2.28791E-5 3.73 1.90 4.77928E-5 3.40 1.77

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 6.33114E-4 1.36905E-3

21x17 3.25274E-4 1.95 0.96 7.73432E-4 1.77 0.82

41x33 1.61930E-4 2.01 1.01 3.99318E-4 1.94 0.95

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.57412E-3 6.63811E-3

21x17 1.19438E-3 2.16 1.11 3.58674E-3 1.85 0.89

41x33 5.70262E-4 2.09 1.07 1.86694E-3 1.92 0.94
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E.16  Missing Term
The correct line in NS2D,

E(i,j) = Rho_u(i,j)*( Rho_et(i,j)+P(i,j) )/Rho(i,j)

was changed to

E(i,j) = Rho_u(i,j)*( Rho_et(i,j) )/Rho(i,j)

We expected grid convergence test to find this mistake and it did. Table E16 shows that the order-
of-accuracy for all variables have dropped to zero. This illustrates grid convergence test can find a
missing term. This is classified as a consistency mistake.
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Table E16: Missing Term

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.94477E-4 7.68192E-4

21x17 1.07306E-4 2.74 1.46 2.93401E-4 2.62 1.39

41x33 1.25625E-4 0.85 -0.23 2.68408E-4 1.09 0.13

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.01106E-4 3.32522E-4

21x17 6.36136E-5 3.16 1.66 1.56022E-4 2.13 1.09

41x33 1.13422E-4 0.56 -0.83 2.48116E-4 0.63 -0.67

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 7.75258E-4 1.53890E-3

21x17 6.17087E-4 1.26 0.33 1.39906E-3 1.10 0.14

41x33 5.82296E-4 1.06 0.08 1.36553E-3 1.02 0.03

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.98107E-3 8.56773E-3

21x17 3.98790E-3 1.00 0.00 9.36147E-3 0.92 -0.13

41x33 3.95471E-3 1.01 0.01 9.63853E-3 0.97 -0.04
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E.17  Distortion of a Grid Point
An extra line was added to NS2D to distort the grid:

x(1,1) = x(1,1) - 0.25*Dx

We expected the grid convergence test to find this mistake because the code requires a Cartesian
mesh. Because the code contains its own grid generator, this mistake is not an input violation. Table
E17 shows the error and the convergence behavior for all the variables. The order-of-accuracy
based on the l2-norm shows second-order convergence. This would indicate that there are no
mistakes in the code. However, the order-of-accuracy computed based on the maximum error
clearly points to the convergence of the v-component of velocity which has dropped to first-order.
This was a good exercise that shows that the maximum error is more sensitive than the l2-norm of
the error.   This mistake is classified as an OAM
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Table E17: Distortion of a Grid Point

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.94756E-4 8.34218E-4

21x17 9.99209E-5 3.95 1.98 1.99131E-4 4.19 2.07

41x33 2.51496E-5 3.97 1.99 5.34937E-5 3.72 1.90

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.32636E-4 6.04219E-4

21x17 7.99316E-5 4.16 2.06 1.50968E-4 4.00 2.00

41x33 1.98889E-5 4.02 2.01 3.77957E-5 3.99 2.00

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.80813E-4 1.26750E-3

21x17 6.07246E-5 4.62 2.21 5.81576E-4 2.18 1.12

41x33 1.42494E-5 4.26 2.09 2.84931E-4 2.04 1.03

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.91004E-4 3.51126E-4

21x17 4.20463E-5 4.54 2.18 8.85215E-5 3.97 1.99

41x33 1.00597E-5 4.18 2.06 2.18118E-5 4.06 2.02
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E.18  Incorrect Position of an Operator in Output Calculation
The correct line in NS2D,

Rho_u(i,j)/Rho(i,j), Rho_v(i,j)/Rho(i,j),

in the velocity output was change to

Rho_u(i,j)*Rho(i,j), Rho_v(i,j)/Rho(i,j),

Since we have computed the errors inside the code as opposed to using the output of the code, we
did NOT expect the grid convergence test to find this error and it did NOT. Table E18 shows proper
convergence behavior for all the variables. We recommend that all discretization errors to be
computed using the output of the code; this will result in detection of mistakes in the output
routines. If the output had been used to compute the discretization error, this mistake would be
classified as an OAM. Since the output was not used, the mistake can be classified as a formal
error.
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Table E18: Incorrect Position of an Operator

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.91885E-4 8.33373E-4

21x17 9.94661E-5 3.94 1.98 1.99027E-4 4.19 2.07

41x33 2.50657E-5 3.97 1.99 4.93822E-5 4.03 2.01

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.31435E-4 5.98882E-4

21x17 7.97201E-5 4.16 2.06 1.50393E-4 3.98 1.99

41x33 1.98561E-5 4.01 2.01 3.76816E-5 3.99 2.00

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.28458E-4 3.83091E-4

21x17 4.87140E-5 4.69 2.23 8.58549E-5 4.46 2.16

41x33 1.13447E-5 4.29 2.10 2.09721E-5 4.09 2.03

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.90889E-4 3.51916E-4

21x17 4.20472E-5 4.54 2.18 8.86208E-5 3.97 1.99

41x33 1.00610E-5 4.18 2.06 2.18304E-5 4.06 2.02
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E.19  Change the number of elements in the grid
The following lines

imax = imax + 1
jmax = jmax + 1

were added to NS2D after the statement that defines the problem size. We did NOT expect the grid
convergence test to find this mistake and it did NOT. This mistake modified the size of the grid by
one in each direction which in turn affects the grid refinement ratio. The influence on this ratio is
more pronounced on the coarse grid and starts to go down as we refine the mesh. Table E19 shows
the order-of-accuracy for all variables. We decided to do one additional level of refinement since
we were concerned about the magnitude of the order of convergence. With the added level, we
concluded from the grid convergence results that there were no mistakes in the code. This mistake
can only be caught if one uses or examines the code output (which we did not do in this example).
For the purpose of this exercise, we classify this mistake as a formal mistake.
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Table E19: Change the Number of Elements in the Grid

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.21339E-4 6.98219E-4

21x17 8.98044E-5 3.58 1.84 1.81494E-4 3.85 1.94

41x33 2.37936E-5 3.77 1.92 4.70610E-5 3.86 1.95

81x65 6.11793E-6 3.89 1.96 1.19481E-5 3.94 1.98

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.66476E-4 4.98390E-4

21x17 7.16769E-5 3.72 1.89 1.37977E-4 3.61 1.85

41x33 1.88277E-5 3.81 1.93 3.61425E-5 3.82 1.93

81x65 4.84251E-6 3.89 1.96 9.19734E-6 3.93 1.97

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.77446E-4 3.05520E-4

21x17 4.32666E-5 4.10 2.04 7.79543E-5 3.92 1.97

41x33 1.07127E-5 4.04 2.01 1.97842E-5 3.94 1.98

81x65 2.66420E-6 4.02 2.01 5.00060E-6 3.96 1.98

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.51588E-4 2.81122E-4

21x17 3.77868E-5 4.01 2.00 7.89060E-5 3.56 1.83

41x33 9.54920E-6 3.96 1.98 2.06421E-5 3.82 1.93

81x65 2.40351E-6 3.97 1.99 5.21747E-6 3.96 1.98
- 113 -



E.20  Redundant Do Loop
A redundant do loop:

do j=2,jmax-1
   do i=2,imax-1
      dudx(i,j) = ( u(i+1,j) - u(i-1,j) ) *R2Dx
       ......
       ......
   enddo
enddo

was added to the NS2D. We did NOT expect the grid convergence test to detect this mistake and it
did NOT. Table E20 shows second-order-of-accuracy for all the variables. Because this mistake
might, in principle, be detected by code performance testing, we classify it as an efficiency mistake,
although one could argue also that it is a formal error.
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Table E20: Redundant Do Loop

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.91885E-4 8.33373E-4

21x17 9.94661E-5 3.94 1.98 1.99027E-4 4.19 2.07

41x33 2.50657E-5 3.97 1.99 4.93822E-5 4.03 2.01

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.31435E-4 5.98882E-4

21x17 7.97201E-5 4.16 2.06 1.50393E-4 3.98 1.99

41x33 1.98561E-5 4.01 2.01 3.76816E-5 3.99 2.00

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.28458E-4 3.83091E-4

21x17 4.87140E-5 4.69 2.23 8.58549E-5 4.46 2.16

41x33 1.13447E-5 4.29 2.10 2.09720E-5 4.09 2.03

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.90889E-4 3.51916E-4

21x17 4.20472E-5 4.54 2.18 8.86208E-5 3.97 1.99

41x33 1.00610E-5 4.18 2.06 2.18304E-5 4.06 2.02
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E.21  Incorrect Value of the Time Step
The value of the time-step ∆t was changed to 0.8*∆t in the NS2D. As a result, the code was running
with slightly smaller time step. For steady-state problems, we expected the grid convergence test
to NOT find this mistake and it did NOT. Since getting to the steady state solution is not dependent
on ∆t (this is not always true), the solution is unaffected by this mistake. Table E21 shows the
correct order-of-accuracy for all the variables. However, the same mistake would have been
detected if we were solving an unsteady problem.   This mistake is classified as a formal mistake.
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Table E21: Incorrect Value of Time-Step

Density

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.91885E-4 8.33373E-4

21x17 9.94658E-5 3.94 1.98 1.99026E-4 4.19 2.07

41x33 2.50647E-5 3.97 1.99 4.93798E-5 4.03 2.01

U-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 3.31435E-4 5.98882E-4

21x17 7.97201E-5 4.16 2.06 1.50393E-4 3.98 1.99

41x33 1.98561E-5 4.01 2.01 3.76817E-5 3.99 2.00

V-Component of Velocity

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 2.28458E-4 3.83091E-4

21x17 4.87140E-5 4.69 2.23 8.58548E-5 4.46 2.16

41x33 1.13446E-5 4.29 2.10 2.09717E-5 4.09 2.03

Total Energy

Grid l2-norm Ratio Observed Order Max error Ratio Observed Order

11x9 1.90889E-4 3.51916E-4

21x17 4.20472E-5 4.54 2.18 8.86207E-5 3.97 1.99

41x33 1.00610E-5 4.18 2.06 2.18301E-5 4.06 2.02
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	2.26653E-5
	4.06
	2.02
	6.89710E-5
	3.92
	1.97
	161x129
	5.63188E-6
	4.02
	2.01
	1.74315E-5
	3.96
	1.98
	Table C4: Burgers Equation, horizontal Neumann Boundaries, v-component

	11x9
	5.04918E-4
	1.53141E-3
	21x17
	8.62154E-5
	5.86
	2.55
	3.353-7E-4
	4.57
	2.19
	41x33
	1.78470E-5
	4.83
	2.27
	7.83351E-5
	4.28
	2.10
	81x65
	4.08392E-6
	4.37
	2.13
	1.89318E-5
	4.14
	2.05
	161x129
	9.79139E-7
	4.17
	2.06
	4.65444E-6
	4.07
	2.02
	Table C5: Burgers Equation, vertical Neumann Boundaries, u-component

	11x9
	3.64865E-3
	7.00155E-3
	21x17
	9.22780E-4
	3.95
	1.98
	2.20261E-3
	3.18
	1.67
	41x33
	2.30526E-4
	4.00
	2.00
	6.08147E-4
	3.62
	1.86
	81x65
	5.75741E-5
	4.00
	2.00
	1.58641E-4
	3.83
	1.94
	161x129
	1.43857E-5
	4.00
	2.00
	4.05035E-5
	3.92
	1.97
	Table C6: Burgers Equation, vertical Neumann Boundaries, v-component

	11x9
	1.49038E-3
	2.69651E-3
	21x17
	2.97292E-4
	5.01
	2.33
	6.08252E-4
	4.43
	2.15
	41x33
	6.65428E-5
	4.47
	2.16
	1.44098E-4
	4.22
	2.08
	81x65
	1.56572E-5
	4.22
	2.08
	3.50711E-5
	4.11
	2.04
	161x129
	3.83559E-6
	4.11
	2.04
	8.65109E-6
	4.05
	2.02
	C.1.3 Added Terms to the Governing Equations
	(C7)
	(C8)
	Table C7: Burgers Equation, Dirichlet boundaries, u-component, added terms


	11x9
	2.76688E-4
	6.48866E-4
	21x17
	6.56001E-5
	4.22
	2.08
	1.66252E-4
	3.90
	1.96
	41x33
	1.59476E-5
	4.11
	2.04
	4.17171E-5
	3.99
	1.99
	81x65
	3.93120E-6
	4.06
	2.02
	1.04557E-5
	3.99
	2.00
	161x129
	9.75887E-7
	4.03
	2.01
	2.61467E-6
	4.00
	2.00
	Table C8: Burgers Equation, Dirichlet boundaries, v-component, added terms

	11x9
	2.16866E-4
	4.00813E-4
	21x17
	5.12199E-5
	4.23
	2.08
	1.03325E-4
	3.88
	1.96
	41x33
	1.24462E-5
	4.12
	2.04
	2.58560E-5
	4.00
	2.00
	81x65
	3.06783E-6
	4.06
	2.02
	6.47095E-6
	4.00
	2.00
	161x129
	7.61550E-7
	4.03
	2.01
	1.61780E-6
	4.00
	2.00
	C.2 Two-Dimensional Burgers Equation, Curvilinear Coordinates
	C.2.1 Steady Solution
	Table C9: Burgers Equation, Curvilinear Coordinate, Dirichlet boundaries, u-component



	11x9
	3.62534E-3
	8.16627E-3
	21x17
	8.76306E-4
	4.14
	2.05
	2.12068E-3
	3.85
	1.95
	41x33
	2.13780E-4
	4.10
	2.04
	5.32141E-4
	3.99
	1.99
	81x65
	5.27317E-5
	4.05
	2.02
	1.33219E-4
	3.99
	2.00
	161x129
	1.30922E-5
	4.03
	2.01
	3.33411E-5
	4.00
	2.00
	Table C10: Burgers Equation, Curvilinear Coordinate, Dirichlet boundaries, v-component

	11x9
	1.46560E-3
	2.80098E-3
	21x17
	3.45209E-4
	4.25
	2.09
	7.12464E-4
	3.93
	1.98
	41x33
	8.38134E-5
	4.12
	2.04
	1.78464E-4
	3.99
	2.00
	81x65
	2.06544E-5
	4.06
	2.02
	4.46808E-5
	3.99
	2.00
	161x129
	5.12701E-6
	4.03
	2.01
	1.11731E-5
	4.00
	2.00
	Figure C3. Two-dimensional solution of Burgers equation in curvilinear coordinates. Solutions for...
	C.2.2 Unsteady Solution
	Table C11: Burgers Equation, Curvilinear Coordinate, Time Dependent Dirichlet boundaries, u-compo...


	8.0E-6
	2.70229E-3
	9.62285E-3
	4.0E-6
	9.44185E-4
	2.86
	1.52
	3.15348E-3
	3.05
	1.61
	2.0E-6
	4.12356E-4
	2.29
	1.20
	1.34886E-3
	2.34
	1.23
	1.0E-6
	1.94240E-4
	2.12
	1.09
	6.42365E-4
	2.10
	1.07
	0.5E-6
	9.45651E-5
	2.05
	1.04
	3.14321E-4
	2.04
	1.03
	Table C12: Burgers Equation, Curvilinear Coordinate, Time Dependent Dirichlet boundaries, v-compo...

	8.0E-6
	3.82597E-4
	9.72082E-4
	4.0E-6
	1.46529E-4
	2.61
	1.38
	3.98178E-4
	2.44
	1.29
	2.0E-6
	6.59684E-5
	2.22
	1.15
	1.83016E-4
	2.18
	1.12
	1.0E-6
	3.14993E-5
	2.09
	1.07
	8.81116E-5
	2.08
	1.05
	0.5E-6
	1.54609E-5
	2.04
	1.03
	4.33979E-5
	2.03
	1.02
	Figure C4. Unsteady two-dimensional solution of Burgers equation in curvilinear coordinates. Erro...


	Appendix D : Examples of MMS Source Terms
	Appendix E : Results of Twenty-one Blind Tests
	E.1 Incorrect Array Index
	Table E1: Incorrect Array Index

	11x9
	9.23708E-4
	1.68128E-3
	21x17
	8.84707E-4
	1.04
	0.06
	1.73540E-3
	0.97
	-0.05
	41x33
	9.44778E-4
	0.94
	-0.09
	1.94904E-3
	0.89
	-0.17
	11x9
	6.00723E-4
	9.98966E-4
	21x17
	3.06844E-4
	1.96
	0.97
	5.75052E-4
	1.74
	0.80
	41x33
	2.38584E-4
	1.29
	0.36
	4.96834E-4
	1.16
	0.21
	11x9
	9.13941E-3
	1.50775E-2
	21x17
	9.76774E-3
	0.94
	-0.10
	1.72128E-2
	0.88
	-0.19
	41x33
	1.01795E-2
	0.96
	-0.06
	1.80794E-2
	0.95
	-0.07
	11x9
	2.59926E-4
	1.04577E-3
	21x17
	1.85468E-4
	1.40
	0.49
	5.29238E-4
	1.98
	0.98
	41x33
	2.15114E-4
	0.86
	-0.21
	6.10028E-4
	0.87
	-0.20
	E.2 Duplicate Index
	Table E2: Duplicate Index


	11x9
	2.26266E-3
	3.93677E-3
	21x17
	1.90677E-3
	1.19
	0.25
	3.74222E-3
	1.05
	0.07
	41x33
	1.83389E-3
	1.04
	0.06
	3.75482E-3
	1.00
	0.00
	11x9
	2.62133E-3
	5.01838E-3
	21x17
	2.27151E-3
	1.15
	0.21
	4.78571E-3
	1.05
	0.07
	41x33
	2.17877E-3
	1.04
	0.06
	4.83372E-3
	0.99
	-0.01
	11x9
	6.62900E-3
	2.02920E-2
	21x17
	6.47947E-3
	1.02
	0.03
	1.75281E-2
	1.16
	0.21
	41x33
	6.54676E-3
	0.99
	-0.01
	1.73238E-2
	1.01
	0.02
	11x9
	6.49276E-2
	1.81950E-1
	21x17
	6.54015E-2
	0.99
	-0.01
	2.01030E-1
	0.91
	-0.14
	41x33
	6.51065E-2
	1.00
	0.01
	2.06200E-1
	0.97
	-0.04
	E.3 Incorrect Constant
	Table E3: Incorrect Constant


	11x9
	5.31931E-3
	9.79076E-3
	21x17
	4.82802E-3
	1.10
	0.14
	9.50070E-3
	1.03
	0.04
	41x33
	4.64876E-3
	1.04
	0.05
	9.46390E-3
	1.00
	0.01
	11x9
	8.84338E-3
	1.48811E-3
	21x17
	8.18477E-3
	1.08
	0.11
	1.46418E-3
	1.02
	0.02
	41x33
	7.92302E-3
	1.03
	0.05
	1.46074E-3
	1.00
	0.00
	11x9
	3.83176E-2
	6.85403E-2
	21x17
	3.66663E-2
	1.05
	0.06
	6.90452E-2
	0.99
	-0.01
	41x33
	3.58647E-2
	1.02
	0.03
	6.97957E-2
	0.99
	-0.02
	11x9
	6.09470E-3
	1.02714E-2
	21x17
	5.70251E-3
	1.07
	0.10
	1.02169E-2
	1.01
	0.01
	41x33
	5.54180E-3
	1.03
	0.04
	1.02487E-2
	1.00
	0.00
	E.4 Incorrect Do Loop Range
	Table E4: Incorrect Do Loop Range


	11x9
	3.10730E-1
	9.00000E-1
	21x17
	2.39100E-1
	1.30
	0.38
	9.00000E-1
	1.00
	0.00
	41x33
	Did not Converge
	11x9
	4.25453E-2
	1.30070E-1
	21x17
	3.07927E-2
	1.38
	0.47
	8.75416E-2
	1.49
	0.57
	41x33
	Did not Converge
	11x9
	3.37892E-2
	1.12420E-1
	21x17
	2.50287E-2
	1.35
	0.43
	8.26705E-2
	1.36
	0.44
	41x33
	Did not Converge
	11x9
	3.55018E-2
	1.10310E-1
	21x17
	2.44229E-2
	1.45
	0.54
	6.72695E-2
	1.64
	0.71
	41x33
	Did not Converge
	E.5 Uninitialized Variable
	Table E5: Uninitialized Variable


	11x9
	2.65560E-2
	5.38971E-2
	21x17
	2.52451E-2
	1.05
	0.07
	5.58692E-2
	0.96
	-0.05
	41x33
	Did not Converge
	11x9
	3.01007E-2
	5.83826E-2
	21x17
	2.90318E-2
	1.04
	0.05
	6.07713E-2
	0.96
	-0.06
	41x33
	Did not Converge
	11x9
	5.24298E-3
	1.50089E-2
	21x17
	4.26897E-3
	1.23
	0.30
	1.16589E-2
	1.29
	0.36
	41x33
	Did not Converge
	11x9
	3.55018E-2
	1.48726E-2
	21x17
	2.44229E-2
	1.45
	0.54
	1.77831E-2
	0.84
	-0.26
	41x33
	Did not Converge
	E.6 Incorrect Labeling of an Array in an Argument List
	(50)
	Table E6: Incorrect Labeling of an Array in an Argument List


	11x9
	3.91885E-4
	8.33373E-4
	21x17
	9.94661E-5
	3.94
	1.98
	1.99027E-4
	4.19
	2.07
	41x33
	2.50657E-5
	3.97
	1.99
	4.93822E-5
	4.03
	2.01
	11x9
	3.31435E-4
	5.98882E-4
	21x17
	7.97201E-5
	4.16
	2.06
	1.50393E-4
	3.98
	1.99
	41x33
	1.98561E-5
	4.01
	2.01
	3.76816E-5
	3.99
	2.00
	11x9
	2.28458E-4
	3.83091E-4
	21x17
	4.87140E-5
	4.69
	2.23
	8.58549E-5
	4.46
	2.16
	41x33
	1.13447E-5
	4.29
	2.10
	2.09721E-5
	4.09
	2.03
	11x9
	1.90889E-4
	3.51916E-4
	21x17
	4.20472E-5
	4.54
	2.18
	8.86208E-5
	3.97
	1.99
	41x33
	1.00610E-5
	4.18
	2.06
	2.18304E-5
	4.06
	2.02
	E.7 Switching of the Inner and the Outer Loop Indices
	Table E7: Switching of the Inner and the Outer Loop Indices


	11x9
	1.75040E-1
	6.80710E-1
	21x17
	Did not Converge
	41x33
	11x9
	1.01780E-1
	3.01180E-1
	21x17
	Did not Converge
	41x33
	11x9
	3.94940E-1
	1.77269E-1
	21x17
	Did not converge
	41x33
	11x9
	3.07015E-1
	1.04740E-1
	21x17
	Did not Converge
	41x33
	E.8 Incorrect Sign
	Table E8: Incorrect Sign


	11x9
	5.24657E-4
	1.20947E-3
	21x17
	4.35951E-4
	1.20
	0.27
	1.04079E-3
	1.16
	0.22
	41x33
	3.78324E-4
	1.15
	0.20
	8.68705E-4
	1.20
	0.26
	11x9
	4.49409E-4
	1.00287E-3
	21x17
	4.60418E-4
	0.98
	-0.03
	9.57168E-4
	1.05
	0.07
	41x33
	3.60157E-4
	1.28
	0.35
	8.30955E-4
	1.15
	0.20
	11x9
	2.27151E-3
	4.69045E-3
	21x17
	1.72803E-3
	1.31
	0.39
	3.98002E-3
	1.18
	0.24
	41x33
	1.56727E-3
	1.10
	0.14
	3.71797E-3
	1.07
	0.10
	11x9
	4.75690E-1
	6.63490E-1
	21x17
	4.74390E-1
	1.00
	0.00
	6.79370E-1
	0.98
	-0.03
	41x33
	4.73770E-1
	1.00
	0.00
	6.86590E-1
	0.99
	-0.02
	E.9 Incorrect Positioning of Operators
	Table E9: Incorrect Positioning of Operators


	11x9
	2.01690E-1
	3.20620E-1
	21x17
	1.95680E-1
	1.03
	0.04
	3.24560E-1
	0.99
	-0.02
	41x33
	1.91960E-1
	1.02
	0.03
	3.25250E-1
	1.00
	0.00
	11x9
	1.84100E-1
	2.71070E-1
	21x17
	1.77910E-1
	1.03
	0.05
	2.76040E-1
	0.98
	-0.03
	41x33
	1.74350E-1
	1.02
	0.03
	2.77870E-1
	0.99
	-0.01
	11x9
	4.92486E-2
	9.41443E-2
	21x17
	4.74185E-2
	1.04
	0.05
	9.28039E-2
	1.01
	0.02
	41x33
	4.67834E-2
	1.01
	0.02
	9.30090E-2
	1.00
	0.00
	11x9
	5.08252E-2
	1.18530E-1
	21x17
	4.80429E-2
	1.06
	0.08
	1.04160E-1
	1.14
	0.19
	41x33
	4.80885E-2
	1.00
	0.00
	1.03480E-1
	1.01
	0.01
	E.10 Incorrect Parenthesis Position
	Table E10: Incorrect Parenthesis Position


	11x9
	3.91885E-4
	8.33373E-4
	21x17
	9.94661E-5
	3.94
	1.98
	1.99027E-4
	4.19
	2.07
	41x33
	2.50657E-5
	3.97
	1.99
	4.93822E-5
	4.03
	2.01
	11x9
	3.31435E-4
	5.98882E-4
	21x17
	7.97201E-5
	4.16
	2.06
	1.50393E-4
	3.98
	1.99
	41x33
	1.98561E-5
	4.01
	2.01
	3.76816E-5
	3.99
	2.00
	11x9
	2.28458E-4
	3.83091E-4
	21x17
	4.87140E-5
	4.69
	2.23
	8.58549E-5
	4.46
	2.16
	41x33
	1.13447E-5
	4.29
	2.10
	2.09721E-5
	4.09
	2.03
	11x9
	1.90889E-4
	3.51916E-4
	21x17
	4.20472E-5
	4.54
	2.18
	8.86208E-5
	3.97
	1.99
	41x33
	1.00610E-5
	4.18
	2.06
	2.18304E-5
	4.06
	2.02
	E.11 Conceptual or Consistency Mistake in Differencing Scheme
	Table E11: Conceptual Error in Differencing Scheme


	11x9
	5.59550E-1
	7.53550E-1
	21x17
	6.76410E-1
	0.83
	-0.27
	8.92800E-1
	0.84
	-0.24
	41x33
	7.68920E-1
	0.88
	-0.18
	9.59010E-1
	0.93
	-0.10
	11x9
	3.42692E-2
	5.94497E-2
	21x17
	3.55477E-2
	0.96
	-0.05
	6.66460E-2
	0.89
	-0.16
	41x33
	3.49851E-2
	1.02
	0.02
	6.55673E-2
	1.02
	0.02
	11x9
	3.62034E-2
	6.39796E-2
	21x17
	3.84234E-2
	0.94
	-0.09
	6.60947E-2
	0.97
	-0.05
	41x33
	3.91125E-2
	0.98
	-0.03
	6.43425E-2
	1.03
	0.04
	11x9
	2.53229E-2
	4.67058E-2
	21x17
	2.53935E-2
	1.00
	0.00
	5.18047E-2
	0.90
	-0.15
	41x33
	2.36851E-2
	1.07
	0.10
	5.01506E-2
	1.03
	0.05
	E.12 Logical IF Mistake
	Table E12: Logical If Error


	11x9
	3.91885E-4
	8.33374E-4
	21x17
	9.94661E-5
	3.94
	1.98
	1.99027E-4
	4.19
	2.07
	41x33
	2.50656E-5
	3.97
	1.99
	4.93819E-5
	4.03
	2.01
	11x9
	3.31435E-4
	5.98882E-4
	21x17
	7.97201E-5
	4.16
	2.06
	1.50393E-4
	3.98
	1.99
	41x33
	1.98561E-5
	4.01
	2.01
	3.76816E-5
	3.99
	2.00
	11x9
	2.28458E-4
	3.83091E-4
	21x17
	4.87140E-5
	4.69
	2.23
	8.58549E-5
	4.46
	2.16
	41x33
	1.13447E-5
	4.29
	2.10
	2.09720E-5
	4.09
	2.03
	11x9
	1.90889E-4
	3.51916E-4
	21x17
	4.20472E-5
	4.54
	2.18
	8.86208E-5
	3.97
	1.99
	41x33
	1.00610E-5
	4.18
	2.06
	2.18304E-5
	4.06
	2.02
	E.13 No Mistake
	Table E13: No Error


	11x9
	3.91885E-4
	8.33373E-4
	21x17
	9.94661E-5
	3.94
	1.98
	1.99027E-4
	4.19
	2.07
	41x33
	2.50657E-5
	3.97
	1.99
	4.93822E-5
	4.03
	2.01
	11x9
	3.31435E-4
	5.98882E-4
	21x17
	7.97201E-5
	4.16
	2.06
	1.50393E-4
	3.98
	1.99
	41x33
	1.98561E-5
	4.01
	2.01
	3.76816E-5
	3.99
	2.00
	11x9
	2.28458E-4
	3.83091E-4
	21x17
	4.87140E-5
	4.69
	2.23
	8.58549E-5
	4.46
	2.16
	41x33
	1.13447E-5
	4.29
	2.10
	4.09720E-5
	4.09
	2.03
	11x9
	1.90889E-4
	3.51916E-4
	21x17
	4.20472E-5
	4.54
	2.18
	8.86208E-5
	3.97
	1.99
	41x33
	1.00610E-5
	4.18
	2.06
	2.18304E-5
	4.06
	2.02
	E.14 Incorrect Relaxation Factor
	Table E14: Incorrect Relaxation Factor


	11x9
	3.91885E-4
	8.33373E-4
	21x17
	9.94656E-5
	3.94
	1.98
	1.99026E-4
	4.19
	2.07
	41x33
	2.50638E-5
	3.97
	1.99
	4.93784E-5
	4.03
	2.01
	11x9
	3.31435E-4
	5.98882E-4
	21x17
	7.97200E-5
	4.16
	2.06
	1.50393E-4
	3.98
	1.99
	41x33
	1.98558E-5
	4.01
	2.01
	3.76810E-5
	3.99
	2.00
	11x9
	2.28458E-4
	3.83091E-4
	21x17
	4.87140E-5
	4.69
	2.23
	8.58550E-5
	4.46
	2.16
	41x33
	1.13448E-5
	4.29
	2.10
	2.09722E-5
	4.09
	2.03
	11x9
	1.90889E-4
	3.51916E-4
	21x17
	4.20473E-5
	4.54
	2.18
	8.86209E-5
	3.97
	1.99
	41x33
	1.00630E-5
	4.18
	2.06
	2.18309E-5
	4.06
	2.02
	E.15 Incorrect Differencing
	Table E15: Incorrect Differencing


	11x9
	4.65492E-4
	1.00034E-3
	21x17
	1.33118E-4
	3.50
	1.81
	2.78774E-4
	3.59
	1.84
	41x33
	4.13695E-5
	3.22
	1.69
	9.01491E-5
	3.09
	1.63
	11x9
	3.43574E-4
	6.08897E-4
	21x17
	8.53543E-5
	4.03
	2.01
	1.62447E-4
	3.75
	1.91
	41x33
	2.28791E-5
	3.73
	1.90
	4.77928E-5
	3.40
	1.77
	11x9
	6.33114E-4
	1.36905E-3
	21x17
	3.25274E-4
	1.95
	0.96
	7.73432E-4
	1.77
	0.82
	41x33
	1.61930E-4
	2.01
	1.01
	3.99318E-4
	1.94
	0.95
	11x9
	2.57412E-3
	6.63811E-3
	21x17
	1.19438E-3
	2.16
	1.11
	3.58674E-3
	1.85
	0.89
	41x33
	5.70262E-4
	2.09
	1.07
	1.86694E-3
	1.92
	0.94
	E.16 Missing Term
	Table E16: Missing Term


	11x9
	2.94477E-4
	7.68192E-4
	21x17
	1.07306E-4
	2.74
	1.46
	2.93401E-4
	2.62
	1.39
	41x33
	1.25625E-4
	0.85
	-0.23
	2.68408E-4
	1.09
	0.13
	11x9
	2.01106E-4
	3.32522E-4
	21x17
	6.36136E-5
	3.16
	1.66
	1.56022E-4
	2.13
	1.09
	41x33
	1.13422E-4
	0.56
	-0.83
	2.48116E-4
	0.63
	-0.67
	11x9
	7.75258E-4
	1.53890E-3
	21x17
	6.17087E-4
	1.26
	0.33
	1.39906E-3
	1.10
	0.14
	41x33
	5.82296E-4
	1.06
	0.08
	1.36553E-3
	1.02
	0.03
	11x9
	3.98107E-3
	8.56773E-3
	21x17
	3.98790E-3
	1.00
	0.00
	9.36147E-3
	0.92
	-0.13
	41x33
	3.95471E-3
	1.01
	0.01
	9.63853E-3
	0.97
	-0.04
	E.17 Distortion of a Grid Point
	Table E17: Distortion of a Grid Point


	11x9
	3.94756E-4
	8.34218E-4
	21x17
	9.99209E-5
	3.95
	1.98
	1.99131E-4
	4.19
	2.07
	41x33
	2.51496E-5
	3.97
	1.99
	5.34937E-5
	3.72
	1.90
	11x9
	3.32636E-4
	6.04219E-4
	21x17
	7.99316E-5
	4.16
	2.06
	1.50968E-4
	4.00
	2.00
	41x33
	1.98889E-5
	4.02
	2.01
	3.77957E-5
	3.99
	2.00
	11x9
	2.80813E-4
	1.26750E-3
	21x17
	6.07246E-5
	4.62
	2.21
	5.81576E-4
	2.18
	1.12
	41x33
	1.42494E-5
	4.26
	2.09
	2.84931E-4
	2.04
	1.03
	11x9
	1.91004E-4
	3.51126E-4
	21x17
	4.20463E-5
	4.54
	2.18
	8.85215E-5
	3.97
	1.99
	41x33
	1.00597E-5
	4.18
	2.06
	2.18118E-5
	4.06
	2.02
	E.18 Incorrect Position of an Operator in Output Calculation
	Table E18: Incorrect Position of an Operator


	11x9
	3.91885E-4
	8.33373E-4
	21x17
	9.94661E-5
	3.94
	1.98
	1.99027E-4
	4.19
	2.07
	41x33
	2.50657E-5
	3.97
	1.99
	4.93822E-5
	4.03
	2.01
	11x9
	3.31435E-4
	5.98882E-4
	21x17
	7.97201E-5
	4.16
	2.06
	1.50393E-4
	3.98
	1.99
	41x33
	1.98561E-5
	4.01
	2.01
	3.76816E-5
	3.99
	2.00
	11x9
	2.28458E-4
	3.83091E-4
	21x17
	4.87140E-5
	4.69
	2.23
	8.58549E-5
	4.46
	2.16
	41x33
	1.13447E-5
	4.29
	2.10
	2.09721E-5
	4.09
	2.03
	11x9
	1.90889E-4
	3.51916E-4
	21x17
	4.20472E-5
	4.54
	2.18
	8.86208E-5
	3.97
	1.99
	41x33
	1.00610E-5
	4.18
	2.06
	2.18304E-5
	4.06
	2.02
	E.19 Change the number of elements in the grid
	Table E19: Change the Number of Elements in the Grid


	11x9
	3.21339E-4
	6.98219E-4
	21x17
	8.98044E-5
	3.58
	1.84
	1.81494E-4
	3.85
	1.94
	41x33
	2.37936E-5
	3.77
	1.92
	4.70610E-5
	3.86
	1.95
	81x65
	6.11793E-6
	3.89
	1.96
	1.19481E-5
	3.94
	1.98
	11x9
	2.66476E-4
	4.98390E-4
	21x17
	7.16769E-5
	3.72
	1.89
	1.37977E-4
	3.61
	1.85
	41x33
	1.88277E-5
	3.81
	1.93
	3.61425E-5
	3.82
	1.93
	81x65
	4.84251E-6
	3.89
	1.96
	9.19734E-6
	3.93
	1.97
	11x9
	1.77446E-4
	3.05520E-4
	21x17
	4.32666E-5
	4.10
	2.04
	7.79543E-5
	3.92
	1.97
	41x33
	1.07127E-5
	4.04
	2.01
	1.97842E-5
	3.94
	1.98
	81x65
	2.66420E-6
	4.02
	2.01
	5.00060E-6
	3.96
	1.98
	11x9
	1.51588E-4
	2.81122E-4
	21x17
	3.77868E-5
	4.01
	2.00
	7.89060E-5
	3.56
	1.83
	41x33
	9.54920E-6
	3.96
	1.98
	2.06421E-5
	3.82
	1.93
	81x65
	2.40351E-6
	3.97
	1.99
	5.21747E-6
	3.96
	1.98
	E.20 Redundant Do Loop
	Table E20: Redundant Do Loop


	11x9
	3.91885E-4
	8.33373E-4
	21x17
	9.94661E-5
	3.94
	1.98
	1.99027E-4
	4.19
	2.07
	41x33
	2.50657E-5
	3.97
	1.99
	4.93822E-5
	4.03
	2.01
	11x9
	3.31435E-4
	5.98882E-4
	21x17
	7.97201E-5
	4.16
	2.06
	1.50393E-4
	3.98
	1.99
	41x33
	1.98561E-5
	4.01
	2.01
	3.76816E-5
	3.99
	2.00
	11x9
	2.28458E-4
	3.83091E-4
	21x17
	4.87140E-5
	4.69
	2.23
	8.58549E-5
	4.46
	2.16
	41x33
	1.13447E-5
	4.29
	2.10
	2.09720E-5
	4.09
	2.03
	11x9
	1.90889E-4
	3.51916E-4
	21x17
	4.20472E-5
	4.54
	2.18
	8.86208E-5
	3.97
	1.99
	41x33
	1.00610E-5
	4.18
	2.06
	2.18304E-5
	4.06
	2.02
	E.21 Incorrect Value of the Time Step
	Table E21: Incorrect Value of Time-Step




